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HPC Visits Report
1. Background
During May and June 2005, a series of visits was made to key research groups making use of HPC and research groups which potentially could use HPC in the future. The purpose of these visits was:
· to accumulate information on UK HPC activity in all disciplines for a presentation by Ron Perrott to the Director General and Chief Executives of the Research Councils to secure and enhance future HPC funding and opportunities; 
· to provide input to the T&OP to enable it to develop a “roadmap” for existing and future applications of computational science and engineering.

The research groups who contributed to the visit programme were:
Atomic, Molecular and Optical Physics
Atomic and Molecular Physics

Ken Taylor, Queen’s University Belfast

Computational Chemistry

Chemreact Consortium


Peter Knowles, Cardiff

Theoretical Atomic and 


Jonathan Tennyson, UCL

Molecular Physics







Materials Simulation and Nanoscience

Materials Chemistry using Terascale

Richard Catlow, UCL

Computing

Reality Grid 




Peter Coveney, UCL

CCP5, Molecular Simulation


Mark Rodger, Warwick

Computational Engineering

UK Applied Aerodynamics Consortium

Ken Badcock, Glasgow

Direct Numerical Simulation for CFD

Stewart Cant, Cambridge

UK Turbulence Consortium


Neil Sandham, Southampton

Computational Systems Biology

Integrative Biology



Sharon Lloyd, Oxford

Particle Physics: Quarks, Gluons and Matter

UKQCD




Jonathan Flynn, Southampton

Environmental Modelling

Atmospheric Science



Lois Steenman-Clark, Reading

Earth Sciences

Earth Sciences




David Price, UCL

Astrophysics

VIRGO Consortium



Carlos Frenk, Durham

Astrophysics




Andrew King, Leicester

Plasma Physics: Turbulence in Magnetically Confined Plasmas
Plasma Physics (fusion)



Colin Roach, Culham

The Collaborative Computational Projects 
CCP1, Quantum Chemistry


Peter Knowles, Cardiff

CCP9 – Electronic Structure of Solids

James Annett, Bristol

CCP 13, Fibre Diffraction


Tim Wess, Cardiff

CCPn, NMR Spectroscopy


Ernest Laue, Cambridge

 (Molecular Biophysics



Mark Sansom, Oxford)

Despite the wide range of research topics covered, several issues were discussed that are common to a number of groups; these are detailed below. It is worth noting that although the same issues are important to various groups, the opinions on these issues sometimes vary. This short report covers general trends only; details of the responses of individual groups are given in the appendix.
2. The Community

2.1 Students for code development: recruitment and training, HEC studentships
Opinion is split as to whether the UK has a healthy pipeline of young computational researchers coming through. Some groups do not perceive this to be a problem; however, many speak of recruitment issues. As a general trend, if a PDRA post is advertised, the number of high quality international applicants outweighs, or is at least equal to, the number of UK applicants. Some concern was voiced about the level of UK undergraduate training in science and mathematics as well as computation not being sufficient for UK applicants to be competitive with international applicants.

There are concerns in most research areas about both the number of researchers willing to do code development and their coding ability. It is generally felt that when PhD students first arrive, they are not equipped for code development. In groups where they are expected to do code development, they have to spend the first year getting up to speed, and find it a steep learning curve. This problem may arise from the fact that, as several groups commented, there is less interest from students in learning to code these days. There is interest in computational research, but not code development. Codes are tending to become more user friendly, so students can use them without knowing much about coding themselves. The danger though is that codes may be treated as a “black box”, which limits scientific understanding and makes it more difficult to validate results or to address problems causing anomalous results. These problems are more pronounced in some areas than others. In general, students from physics and/or mathematics backgrounds than e.g. chemists or biologists were seen to be more able at code development. 

Whether or not these concerns apply depends on the research area; topical areas of research e.g. climate change, biology and bioinformatics typically proving more attractive than the more traditional areas of scientific endeavour. Thus one area where there is a healthy pipeline of computational researchers is climate change. Lois Steenman-Clark (NCAS, Reading) commented that the young researchers in this area are very impressive. She attributed this to the current high levels of interest in/funding for climate research, combined with the high motivational factor for environmental subjects. This allows them to pick and choose the best researchers from the applications they get. Colin Roach reported that fusion attracts a considerable number of students, although it is still hard to find individuals who have combined strength in physics, mathematics and computational science. RealityGrid attracts students with an unusually deep knowledge of computing and even computer science in some cases. Ernest Laue commented that at Cambridge there is currently a lot of interest from maths and physics students in moving into biology/bioinformatics research. Besides being well suited to code development, maths and physics students from Cambridge have the added advantage of having had some grounding in biology already in the first year of the Natural Sciences degree at Cambridge. 
On the other hand, some areas have more problems, particularly engineering. The perception is that students who do engineering at undergraduate level are not interested in staying on to do PhDs. Certain areas of physics are also more difficult than others. For example theoretical physicists often do not want to get involved with computer simulation. Ken Taylor’s concerns about the pipeline of new researchers however, were related to available funding rather than the quality of applicants. 

Training, especially in the use of specific codes, tends to be done within the groups. However, many groups make use of courses and workshops for more general training in code development and parallel programming. The HPCx and EPCC courses are widely used and appreciated. 

Opinion about the HEC studentships was split. HEC studentships only involved EPSRC this time round, so not all non-EPSRC groups had heard about them. Several non-EPSRC groups expressed an interest in finding out more. Most EPSRC groups commented favourably on the HEC studentships. The main criticism was that the call should have been announced earlier, at a less busy time of year, rather than the studentships themselves. There were also some questions about whether students would be willing to move between their universities and the HEC studentship centres and how well the time division between training and research would work. However, even where groups disagreed with details of the scheme, they tended to like the general idea of having studentships to increase training.

In addition to a lack of interest from students, there are also problems with manpower for code development. There is a concern that code development is not given sufficient respect and that there is a lack of appreciation of the time and effort that goes into code development. Supervisors are often under so much pressure to publish results that they have little time to devote to training students in code development, or to developing code themselves. Code development itself does not tend to lead to large numbers of publications, although it is necessary to enable researchers using these codes to obtain results to publish. There are also problems with a lack of funding due a lack of appreciation of HPC in the peer review process. HPC is not appreciated properly by specific subjects, e.g. physics. It can be difficult to get grants, or e.g. advanced fellowships awarded. Manpower to develop and exploit code is just as important as having a good machine. If the UK is to remain internationally competitive, good researchers must be employed to prevent them going off to other countries, in particular US groups.

2.2 Career Prospects and the University Environment

Opinions on career prospects for computational researchers vary. Ken Taylor, Richard Catlow and Carlos Frenk expressed concerns that there were not clear career trajectories for those wanting to stay in academia. James Annett commented that being a computational scientist doesn’t guarantee an academic career in the UK (although it does in the States). This was seen to be a result of the difficulties in funding for code development described in the last section. Carlos Frenk commented that it is difficult to convince PPARC to fund computational people – they want to fund “science”. 
On the other hand, prospects are seen to be good in the environmental sciences because there is a lot of funding available at the moment. This leads to a good environment for HPC at Reading. Other universities with a particularly supportive environment for HPC are Durham and Cambridge Cardiff. HPC is a high profile activity at Durham and the VC is very supportive. Both Culham and Cardiff are placing more emphasis on HPC than they used to – Cardiff are currently putting together their HEC strategy and looking to improve their local facilties in response to the recent HPC activity in Swansea. Both Jonathan Tennyson and David Price thought that UCL had a good environment for HPC research. Sharon Lloyd says that the university environment at Oxford provides good collaborative research opportunities and support groups. 

Researchers from the more theoretical groups tend to stay in academia – e.g. Jonathan Tennyson and Carlos Frenk reported that most of their researchers stayed in academia. Outside of academia, researchers from all areas do well in the financial services. A reasonable number move into related industries (see section 2.3).

2.3 Industry Involvement

Industry involvement varies; unsurprisingly the more theoretical research areas do not have any direct links with industry. These areas are represented by Atomic and Molecular Physics (Ken Taylor); Computational Chemistry (Peter Knowles); Cosmology (Carlos Frenk); Fusion (Colin Roach) – this is too long term to be of interest yet. 

One area with substantial links to industry is Computational Engineering. The UK Applied Aerodynamics Consortium and the Direct Numerical Simulation for CFD group have substantial links with and sponsoring from industry – e.g. BAE systems, Westland Helicopters, Rolls Royce and Shell. The UK Turbulence Consortium links with industry are not as strong because they are closer to the theoretical end of turbulence than the industrial end, but they do have some support from DSTL and interest from BAE systems and Rolls Royce. However, companies tend not to want to be involved in HPC directly, but they are interested in the results. The main barrier to the companies using HPC is the throughput – they don’t want to spend large amounts of time running calculations, they want a fast solution in-house.


NCAS, represented by Lois Steenman-Clark at Reading, has very close links with the Met Office. There are also several other areas with clear links to industry. Materials Simulation and Nanoscience groups have links with Unilever, Johnson Matthey and Pilkington Glasses (Richard Catlow); Schlumberger, SGI and the Edward Jenner Institute for Vaccine Research (Peter Coveney); Mark Rodger’s molecular simulation work has led to links with the oil industry – ICI, BP exploration, Cabot Speciality Fluids and RF Rogaland are all either involved now or have been in the past. The Earth Sciences group have a project with AGC Japan and links with AWE. The cancer modellers involved in Integrative Biology have links to Pharma. Other links to the pharmaceutical industry are through CCP1 – there are possible applications of quantum mechanical molecular simulation methods to rational drug design. CCPn also has some industrial support and collaborations which arise from their structural biology research.


Besides industrial interest in research outputs, several groups have links related more directly to the computation itself. For example UKQCD are involved in a five year project with IBM to build a new computer. CCP1 members lead or contribute to 7 different quantum chemistry software packages (GAMESS-UK, MOLPRO, Q-Chem, Gaussian, DALTON, CADPAC) which in some cases are operated commercially or semi-commercially. There are strong collaborative links between HPC vendors and these codes. The Daresbury group has been part of an EU funded collaboration (“Quasi”) between computational chemists and European chemical industry partners.

Where groups have links to industry, researchers tend move to these companies, particularly in engineering. Many researchers from NCAS move to the Met Office. Most groups have a reasonable number of researchers moving into industry.


Overall, a surprisingly large amount of industry involvement was reported during the visits – more than would have been expected from the Scientific Case for HECToR.
2.4 Staff
Numbers of PDRAs and PhD students vary; numbers of MSc students are very small and it is rare for an MSc student to use the national facilities. The table below gives the numbers of PDRAs, MSc students and PhD students for each group/consortium where available. Many of the groups take undergraduates for third or fourth year projects, but like the MSc students, undergraduates usually work on the data rather than use national facilities. Running the experiments or getting involved in code development is usually too complicated for students at this stage. Some universities run lecture courses in computational methods at the undergraduate level.
	Research Group
	Contact
	Number of PDRAs
	Number of MScs
	Number of PhDs

	Atomic and Molecular Physics
	Ken Taylor

Belfast
	HELIUM: 1

CLUSTER: 0

H2MOL: 0
	0
	HELIUM:1

CLUSTER:0

H2MOL:2

	ChemReact Consortium
	Peter Knowles

Cardiff
	10
	0
	15

	Theoretical Atomic and Molecular Physics
	Jonathan Tennyson

UCL
	1 currently,

potentially 2 more for future project 
	0
	2

	Materials Chemistry using Terascale Computing
	Richard Catlow 

UCL, RI
	There are 22 groups within the consortium with 1 or 2 students per group using HPCx. Probably about 30 PDRAs in total. Richard Catlow’s group has 5 PDRAs.
	0
	At least 30 PhD students over the consortium; 3 in Richard Catlow’s group.



	Reality Grid
	Peter Coveney

UCL
	14
	1
	5

	Molecular Simulation
	Mark Rodger

Warwick
	7 a few years ago; none at the moment but advertising for 1 asap.
	none


	7 at the moment (it’s been between 6-8 over the last few years).

	UK Applied Aerodynamics Consortium
	Ken Badcock

Glasgow
	Between the 11 consortium groups there are 20 registered users, 4 of which are PhDs and 8 of which are PDRAs)
	
	

	Direct Numerical Simulation for CFD
	Stewart Cant

Cambridge
	About 20 in total. Only 1 or 2 MScs at a time, with the rest being about 2:1 PhD:PDRAs
	
	

	UK Turbulence Consortium
	Neil Sandham

Southampton
	10-15 
	They have a few MSc students, but they wouldn’t use the national facilities
	About 20 in total.

	Integrative Biology
	Sharon Lloyd

Oxford
	9


	0
	11



	UKQCD
	Jonathan Flynn

Southampton
	16 (over the 7 groups)
	0
	16 (over the 7 groups)

	Atmospheric Science
	Lois Steenman-Clark

Reading
	There are ~ 100 HPC users in the consortium, but it is difficult to estimate exact figures as NCAS enables other groups. At the last calculation there were 20 PhD students (and 64 PDRAs). The remaining users were mostly the PIs with a few support staff. 
	MSc students tend to work on the data. Other people run the experiments as they are too complex for the MSc students. The MSc students do the data analysis afterwards.
	64 PDRAs

	Earth Sciences
	David Price

UCL
	6
	0
	1

	VIRGO consortium
	Carlos Frenk,

Durham
	10 at Durham, another 5 throughout Virgo as a whole. (including Advanced Fellows, Royal Society fellows.
	1 at Durham


	About 8 at Durham and another 4 or 5 within Virgo.



	
	Colin Roach

Culham
	0
	0
	2

	CCP1, Quantum Chemistry
	Peter Knowles

Cardiff
	We do not keep records of this. There must be about 20 PDRAs and 40 students. There is an MSc course at Cardiff which has about 15 students per year.
	
	

	CCPn, NMR Spectroscopy
	Ernest Laue Cambridge
	More PDRAs than PhDs at the moment.
	
	


3. Use of Hardware Facilities
3.1 Time on CSAR and HPCx

The table below provides a summary of the use of the national facilities by the various groups consulted.

	Research Group
	Contact
	HPCx and CSAR time

	Atomic and Molecular Physics
	Ken Taylor

Belfast
	HELIUM code: 

approximately 1000 wall-clock hours on all available processors (1275) of HPCx per year. HELIUM uses 3-4% of what’s available on HPCx or CSAR machines. (≡ a couple of weeks per year continuous running.)

CLUSTER code: 

minimum job size on HPCx: 100 processors, 4000 hours per year. 

Typical calculation on HPCx: 512 processors, 500 hours per year.

Larger calculation on HPCx (future work): 800 processors, 1000 hours per year.

H2MOL code:

Minimum job size on HPCx: 512 processors, 2000 hours per year.

Typical calculation on HPCx: 1000 processors, 1000 hours per year. 

	ChemReact Consortium
	Peter Knowles

Cardiff
	The Chemreact consortium has an allocation of 8M AUs over 3 years. 

	Theoretical Atomic and Molecular Physics
	Jonathan Tennyson

UCL
	All HPCx, no use of CSAR.

e.g. H3+ dissociation project – 1 million hours HPCx this year.

	Materials Chemistry using Terascale Computing
	Richard Catlow 

UCL, RI
	2M CPU hours per year, mainly on HPCx.

	Reality Grid
	Peter Coveney

UCL
	~ 300,000 CPU hours per year on HPCx and CSAR.

	Molecular Simulation
	Mark Rodger

Warwick
	~ 100,000 node hours over the last two years.

	UK Applied Aerodynamics Consortium
	Ken Badcock

Glasgow
	All HPCx, no use of CSAR.

5.7M AUs allocated over 3 years.

	Direct Numerical Simulation for CFD
	Stewart Cant

Cambridge
	Small amounts of time used on HPCx 

	UK Turbulence Consortium
	Neil Sandham

Southampton
	The turbulence consortium had lots of resources under direct management at first. Over the past few years, there has been a collection projects with associated  HPC resources. The consortium itself has limited resources for porting codes etc. For the consortium renewal they are resorting back to the old model.

	Integrative Biology
	Sharon Lloyd

Oxford
	None – currently migrating but expected to be thousands of CPU hours.

Only Auckland is on HPCx scale at the moment, but other codes are being scaled.

	UKQCD
	Jonathan Flynn

Southampton
	None

	Atmospheric Science
	Lois Steenman-Clark

Reading
	This is difficult to answer because NCAS are a centre on a rolling programme with five year funding. It also depends on how rich NERC are at a given time – the management of computer time is different from EPSRC management; NERC make available all they can afford and Lois Steenman-Clark manages the time for NCAS.

~ £1 – 1.3 M is spent on average each year. N.B. CSAR is more expensive than HPCx. Last year, of ~£1.1 M spent in total only £28 k was on HPCx. CSAR is used more than HPCx.

The extent of use of HPCx varies, but it will never be dominant. The nature of the machine is not right for development/underpinning science. The HPCx queuing system is also bad for the types of models that they run, that tend to reside in the machine for months.

They also use the Earth Simulator and machines in Paris and Hamburg, which are free and they don’t need to apply for.

	Earth Sciences
	David Price

UCL
	In excess of 30k CSAR tokens and 1.5M AUs of HPCx.

Traditionally CSAR has been used, but now getting up to speed on HPCx.

	VIRGO consortium
	Carlos Frenk,

Durham
	None.

	Astrophysics
	Andrew King

Leicester
	None.

	Plasma Physics (fusion)
	Colin Roach

Culham
	Existing HPCx allocation: 350,000 AUs, of which 200,000 AUs remain.

Demand expected to grow significantly in the future.

	CCP1, Quantum Chemistry
	Peter Knowles

Cardiff
	Difficult to estimate – CCP1 members involved in several HPCx/CSAR projects.

e.g. Chemreact allocation: 8M AUs over 3 years; 40% weighted to CCP1-like activity.

	CCP13, Fibre Diffraction
	Tim Wess

Cardiff
	None.

	CCPn, NMR Spectroscopy
	Ernest Laue Cambridge
	None.


3.2  Typical and Maximum Job Sizes

Research groups were asked what size jobs they typically ran and what size jobs they would ideally like to run. In many cases, the answer was “as big as possible and as fast as possible” for both questions. This is due to the nature of the science – they have to tackle problems at a simplified level; the larger the calculations they are able to do, the more detailed they can be. They have to compromise and do as much as they can with the resources available. Other groups did have problems where they wanted a specific level of accuracy and so were able to provide a more quantitative answer.

	Research Group
	Contact
	Typical Job Size
	Ideal Job Size

	Atomic and Molecular Physics
	Ken Taylor

Belfast
	HELIUM: at present requires 4.3x1028 floating point operations over 12 months. The HELIUM code has central scientific problems to address in this research field over the next decade at least with ever increasing capability demand from year to year.

CLUSTER: Currently, about 5x1016 floating points operation over 12 months. This will increase over the next year to 1x1017, again over 12 months.

H2MOL: Currently, about 3×1017 floating point operations over 12 months. This will increase over the next year to 8×1017, again over 12 months
	HELIUM: 

Memory: minimum of 2 GBytes x 2000 processors = 4 TBytes

Flops: 7x1017
I/O: 50 GBytes of storage per run

Running time: 1 week (wallclock time)

CLUSTER: 

Memory:
3 TBytes

Flops: 

1x1014
I/O:

20 GBytes/s

Running Time:100 wall-clock hours

H2MOL:

Memory:
3-5 TBytes 

Flops:

5×1014
IO:

80 GBytes/s

Running Time:
150 wall-clock hours

	ChemReact Consortium
	Peter Knowles

Cardiff
	Difficult to estimate in such a large group
	This is really difficult to articulate. But perhaps 5Tflop/s hours, 200GB memory, 1TB temporary disk available at several GB/s bandwidth. Completion time is not usually a problem if it does not exceed a week.

	Theoretical Atomic and Molecular Physics
	Jonathan Tennyson

UCL
	It takes ~ (100,000)3 operations to diagonalise a 100,000 dimensional matrix. A 125,000 dimensional matrix has been diagonalised, which took 4 hours using the whole of HPCx.


	Newer problems are ~ ×10 bigger – they don’t fit into the 12 hour limit on HPCx and it is not convenient to run large numbers of separate jobs.  They would like to look at D2H+, but the density of states is higher. H3+ is solvable, but D2H+ has too many states to solve even on HPCx.

	Materials Chemistry using Terascale Computing
	Richard Catlow 

UCL, RI
	~ 1024 floating point operations? (rough order of magnitude calculation).
	e.g. DNA chain, 50,000 atoms. Very roughly, assuming scaling as is now on 1000 processors:


· 100TBytes RAM

· 10 Teraflops CPU

· 5 hours to run

	Molecular Simulations
	Mark Rodger

Warwick
	Hard to estimate – it’s always a compromise between what they’d like and what can be provided.
	Hard to estimate – it’s always a compromise between what they’d like and what can be provided.

	UK Applied Aerodynamics Consortium
	Ken Badcock

Glasgow
	e.g. DES cavity calculation on HPCx – 8 million grid points, 256 processors, 20000 time steps.
	Scaling up by an order of magnitude would probably be sufficient to start with. 100s of millions of points rather than 10s of millions of points would allow turbulence details to be resolved and progress to be made. A trend away from modelling towards simulation of turbulence is desirable.

	Direct Numerical Simulation for CFD
	Stewart Cant

Cambridge
	For a 3 year project typical to support a PhD or PDRA it was 6400 CPU hours on the T3E five years ago; new chemistry has been put into the code recently so this probably needs to scale up. In general though, CFD has an infinite capacity to use CPU hours – they just run for as long as they can.
	The US can already cope with 5123 point for a 3D simulation with chemistry. The UK can currently only do a 2D simulation with chemistry, or a 3D simulation with simplified chemistry. The code does exist for the full 3D simulation and they will be starting test runs of ramping up the size soon, but the CPU requirement is very big.

	UK Turbulence Consortium
	Neil Sandham

Southampton
	The previous project had 4.5 million HPCx allocation units. They are currently applying to renew the consortium; and estimate that the jobs will use ~ 5% of the total HPCx resources. The largest job will be ~ 1024 processors, 512 GBytes memory, 150 GBytes temporary disk space and take 12 wall clock hours. The smallest job will be 32 processors, 16 GBytes memory, and take 2 wall clock hours.  

However, they can use whatever they are given. If they have more resources, they can do bigger problems. They could e.g. do calculations on wings instead of aerofoils.
	They would like to be able to do some fundamental work on local facilities and really big calculations on national facilities. The new service should be faster and have a bigger memory – the physics will scale. What they can currently do is ~ 1000 times smaller than they would like for real simulations. They would like to increase the Reynolds number by ~ 100 (this will be achieved in about 20 years at the current rate of progress.)

N.B. it is important to have a balanced machine so that they can analyse data as well as generating it.

	Integrative Biology
	Sharon Lloyd

Oxford
	Currently not using HPCx/CSAR
	1000 processors. 

Auckland code uses the full capacity of HPCx

	UKQCD
	Jonathan Flynn

Southampton
	10 Teraflop years on a current machine. The amount of computation needed is limited only by the size of the machine
	As big as possible!



	Atmospheric Science
	Lois Steenman-Clark

Reading
	They use as much as they’re given. NERC doesn’t have enough money to provide all the computation needed – they could happily use ~ 10 times more.
	This is hard to estimate as the job size can always be increased to include more detail.

	Earth Sciences
	David Price

UCL
	Difficult to do – they can make use of as much as they can get
	e.g. co-existence melting simulation. They’d like to do this, but can’t at the moment. It’s a 100,000 step problem, with each step taking ~ 30 minutes and using 64 processors. Currently it takes 1 month for 10,000 steps on 500 nodes. The problem would take a year on the Altix, but they’d like the result tomorrow!

	VIRGO consortium
	Carlos Frenk,

Durham
	The millennium simulation required 28 days CPU on 520 processors continuously, 5×1017 Flops. 

40 TBytes of data were generated. New methods for storing and accessing data will soon be needed – pushes computational technologies.

In general, they just use as much as they can get.
	1018 flops; 600,000 hours on 1000 processors; 2 TBytes of memory; 100 TBytes of disk storage; a few months.



	Astrophysics
	Andrew King

Leicester
	UKAFF's user base means there is some application dependence. For hydrodynamical simulations of star cluster formation using SPH, a more powerful computer will simply allow additional physics to be modelled. Over the next 2-3 years the aim is to perform radiation magneto-hydrodynamic simulations of star cluster formation. These will be 1-2 orders of magnitude more expensive than current pure hydrodynamical simulations. Beyond 2008, the inclusion of feedback mechanisms from the new-born stars (ionisation, jets & winds) and chemical evolution of molecular clouds is envisaged. Current hydrodynamic and radiative transfer calculations range between 0.001 - 0.02 TFlop/s years, require up to 10 GByte memory, up to 50 GByte disk space, and up to 500 GByte long term storage. An immediate requirement for computing resources two orders of magnitudes more powerful than existing UKAFF (0.6 TFlop/s) suggests a machine capable of 60 TFlop/s peak.

For grid-based MHD simulations of protoplanetary discs current usage is at the 0.025 TFlop/s years level, but this is now inadequate. Looking toward 2006 requirements are for a machine with peak performance of 10 TFlop/s and sustained performance of 3-5 TFlop/s year. Disk space requirements are for 1 TByte short term and 10 TByte for long term storage
	Several simulations have taken >100,000 CPU hours which is close to a year on 16 CPUs.



	Plasma Physics (fusion)
	Colin Roach

Culham
	This is an extremely difficult question, as it depends on the precise problem undertaken. Plasma  calculations involve restricting the length and timescales, and can always be made more reliable by much more demanding calculations on larger grids. The calculations performed in the present grant are typical of todays leading calculations, but adding more sophistication is highly desirable and this will rapidly increase the resource demand. Essentially the physics demand can extend to meet the available computational resources for the foreseeable future.
	As a very rough (order of magnitude) estimate, the largest likely run of CENTORI presently envisaged will require 1012 floating point operations, a few tens of GB of memory and a similar amount of disk space. A desirable turnaround would be of the order of one day.



	CCP1, Quantum Chemistry
	Peter Knowles

Cardiff
	This is really difficult to estimate in a large group.


	This is really difficult to articulate. But perhaps 5 Tflop/s hours, 200 GBytes memory, 1 TByte temporary disk available at several GByte/s bandwidth. Completion time is not usually a problem if it does not exceed a week


3.3 Access to National Services and Service support

Most groups are generally happy with access, although one or two said that the application process was slow and very bureaucratic in comparison with access to local facilities. The consortium model is considered to work well, but it is difficult for researchers outside the consortia to get access to national facilities. The challenges of the peer review of HPC proposals discussed in section 2.1 were mentioned again here in relation to access. The issues with the queuing system were also discussed in this context.

Support is seen to be an important issue, both at the national service level and locally. Established HPC users are on the whole very impressed with the support from the national services – there were several comments that support from HPCx is very good and that the turnaround for queries is fast. Dedicated support for optimising codes would be much appreciated if possible. It would also be useful to have a level of support aimed specifically at new users of HPC.

Long term direct support within university groups for code development and optimisation and to run local services is also essential, but very difficult to get funding for.

3.4 Departmental Facilities

The following groups have access to departmental facilities in addition to using the national facilities: Atomic and Molecular Physics (Ken Taylor, Belfast); ChemReact Consortium (Peter Knowles, Cardiff); Theoretical Atomic and Molecular Physics (Jonathan Tennyson, UCL), Reality Grid (Peter Coveney, UCL); Molecular Simulation (Mark Rodger, Warwick); UK Applied Aerodynamics Consortium (Ken Badcock, Glasgow); Direct Numerical Simulation for CFD (Stewart Cant, Cambridge); UK Turbulence Consortium (Neil Sandham, Southampton); Earth Sciences (David Price, UCL); Plasma Physics (Colin Roach, Culham). Richard Catlow expects his group at UCL to have access to a local HPC facility within a year. The Integrative Biology group (Sharon Lloyd, Oxford) will soon have local HPC facilities. Cardiff are currently putting together their HEC strategy in response to the acquisition of a high performance computer by Swansea. Cardiff already has local facilities, as mentioned above, but the machines are in separate departments and the support is scattered. Ideally they would like one or two centralised facilities.

In general, local facilities are appreciated because access is easier than for national facilities, even though local machines are usually fully subscribed. They tend to be used for small calculations or development, whilst large calculations are done on the national facilities.
The two astrophysics groups, represented by Carlos Frenk (Durham) and Andrew King (Leicester), and also the UKQCD Consortium, represented by Jonathan Flynn (Southampton) make extensive use of departmental facilities and do not use the UK national services at all. The VIRGO consortium recently carried out the millenium simulation at the Max Planck Institute in Germany. They could make use of HPCx, but chose to use the German machine instead because access was easier for them. Carlos Frenk considers the UK national services to be too expensive. The UKQCD Consortium currently have a project with IBM to build their own specialised machine.


At the other end of the spectrum, NCAS does not have any access to local resources. They cover about 15 university groups. Some of these may have local resources, but Reading does not. NERC are currently debating mid-range funding. The drawback of local services is that support is needed for them.
3.5  Balance between capacity and capability – what is it and what affects it
There are a variety of factors affecting the balance between capacity and capability jobs:
1) Availability of resources:
Most groups have a balance more towards capacity than capability than they would like because of limited time available. They make the best use they can of capacity jobs and run the occasional capability job (e.g. Richard Catlow, Mark Rodger, Lois-Steenman Clark, Carlos Frenk, Jonathan Flynn). However, capacity jobs in most cases are important to allow preparation for the larger calculations. If groups have access to good local facilities they may use these to run capacity jobs and use their time on the national facilities to run capability jobs (e.g. Ken Badcock)

2) Job size necessary to do the science:
Peter Knowles (Chemreact), David Price and Peter Coveney (Reality Grid) commented that they had a wide range of work requiring both capacity and capability. 
3) if code development is being carried out it will be capacity rather than capability
4) Job size versus speed:
Neil Sandham commented that if the entire memory of a machine is filled it can take a long time to get results – it can be more efficient to run smaller jobs.

5) Manpower:
The Integrative Biology group currently only runs ~ 5% capability jobs, although this is expected to increase to ~ 30% over the next two years. This balance is affected by lack of manpower and the expertise to convert codes to run capability jobs rather than lack of scientific drivers.
Whatever the balance, the majority of groups agreed that it was important to be able to do both capacity and capability jobs. Several groups commented that the ideal would be access to a mid-range computer to do a high volume of capacity jobs with occasional access to national facilities for large calculations. 
3.6 Limitations of the current services
Some of the issues raised in this section were common to several groups. For example, five groups commented that the memory per processor on HPCx is not large enough. Internode communication was also judged to be poor.

Visualisation was widely discussed. Although not all groups saw visualisation as an important issue, many groups do require it for data interpretation; Ken Taylor commented that visualisation is also useful for publicity of research. The visualisation facility ideally needs to be part of the national HPC facility, otherwise there are difficulties downloading large amounts of data to local machines.
Having a maximum run time of 12 hours causes inconvenience to several groups. For example, Richard Catlow commented that currently CASTEP cannot be run on HPCx even though it is optimised for HPCx, because one cycle of CASTEP will not run in 12 hours. 
Many groups also dislike the queuing system. It causes particular problems for NCAS, however. NERC don’t get as much of a say in the current services because they’re junior partners to EPSRC, so they often end up compromising. The profile of job size versus time is different for EPSRC and NERC users. EPSRC places more emphasis on getting large jobs through quickly, whereas NERC runs more medium size jobs which take longer to run. (N.B. this may be a result of the lack of mid-range facilities and support for these users; they have to do everything on the national facilities whereas other groups might make use of local facilities.) The queuing system is not well geared to the NERC approach. The current services could meet their needs if they weren’t bound by contracts. For example HPCx have been able to be flexible in order to help with problems caused by queuing issues mentioned above that arise from the nature of the models. CSAR find it difficult to be as accommodating because of the nature of the contract. Users therefore instead accommodate their work to what CSAR can do. More flexibility is needed.

There were also a few issues related to admin and more individual issues which can be seen in the detailed appendix.
3.7  Important Issues for future services after HECToR

The answer to this question from most groups was “bigger and faster”. Where this was quantified, an order of magnitude increase over the HECToR service was the general expectation. Following on from the limitations of the current service, large memory per processor rather than just a large number of processors was seen to be important. Better internode communication is important also – the machine should remain balanced. 

Data processing and storage was seen to be an important issue – the infrastructure needs to keep up as calculations get bigger. A machine as big and fast as possible is not fully effective unless there is the IO to analyse and store the very large amounts of data at the end of the run. Communication needs to be good where transfer of data is necessary. It should also be remembered that more sophisticated analysis software will be necessary. A visualisation facility would be desirable for many groups. A small number of groups have an interest in computational steering.

Although the context of this question was features of the national service, a few groups took the opportunity to reiterate the importance of having both capacity and capability needs covered – they see having access to local mid-range machines in addition to a high-end national service as vital. For NCAS, it would be more desirable for future services to satisfy both capability and capacity needs, since climate codes can be sensitive to where they run. Because NCAS needs tend to be different from the needs of other users, they see flexibility as being key to a good service – the service needs to be able to make changes if the initial specifications aren’t ideal for all users. Flexibility must be considered at the contract stage - HPCx have been very flexible in accommodating their needs but CSAR have not been able to because of their contract. 

Lois Steenman-Clark believes that there is a danger in taking routine jobs away from national facilities. If the national facilities become too specialised and used by too small a number of people, it will be difficult to justify funding them as machines become bigger and more expensive. The pool of HPC trained people will remain larger if people at the lower levels can still use the national services. 
3.8 Comparison/links between the UK and other Countries

The national facilities in the UK are seen to be among the best internationally, but the mid-range facilities are not seen to be as good as elsewhere. Some groups are finding it difficult to get SRIF funding to provide mid-range facilities.
The UK is reported to be world leading in particle physics and environmental modelling. In most other groups the US is seen as a major competitor. The feeling is not so much that the US has better machines, but that access to the machines is better and the resources provided by the DoE are much larger. They can therefore make a bigger scientific impact because they can run larger jobs with a faster turnaround. The US supercomputing centres do have extremely good machines, but they are not refreshed at the same rate as they are in the UK. The US mechanism is very different to the UK access mechanism. The US set up grand challenges and provide large amounts of resources to address big problems. The UK has a greater range of science, but sometimes researchers have to think smaller because of limited time available on the national facilities. 

Japan is seen as a competitor in some areas; e.g. climate modelling (because of the Earth Simulator) and computational chemistry. The leading groups are believed to have extremely large facilities. HPC in China is taking off and they are seen as a strong potential competitor over the next five years in astrophysics and turbulence according to Carlos Frenk and Colin Roach. Their infrastructure is not yet as strong as in the UK, but they have a lot of money to invest and very talented people.

Europe is seen to be about equal with the UK. In order to compete with the US, it might be necessary to collaborate with European countries rather than competing with them.

The UK has strengths which help to keep it competitive with the other countries. Collaboration between groups is good, as evidenced by the Collaborative Computational Projects. The UK is seen to be currently leading in code development in atomic, molecular and optical physics. Over the past few decades there has been more investment in methods and codes in the UK than for groups in the same area in other countries. However, manpower is currently a problem in the UK and there is the risk that UK developed codes may be exploited elsewhere and not in the UK. The use of UK codes internationally, whilst evidence of a UK strength, does also mean that other countries may be able to put the codes to better use if their machines are more powerful.
4. Software Base of the Community.
4.1 Identification of Codes Currently Used

	Research Group
	Contact
	Codes
	Development and Training

	Atomic and Molecular Physics
	Ken Taylor

Belfast
	HELIUM

CLUSTER

H2MOL, MOLION
	HELIUM, constructed in-house. We do not use application codes that have not been constructed in-house, since there are non relevant to our area of science. At present, Dr. Jonathan Parker and Mr. Barry Doherty are responsible for developing and supporting HELIUM. They also make it available outside on a limited basis and give training to new group entrants.
Several codes for solving the time-dependent Kohn-Sham equations of time-dependent density functional theory (DYATOM, CLUSTER) have been developed. Dan Dundas (Belfast) has developed and maintains these codes.
All application codes (MOLION and H2MOL) are developed and maintained in-house.

	ChemReact Consortium
	Peter Knowles

Cardiff
	MOLPRO
NWChem

Gaussian

CADPAC

Dalton
	MOLPRO – an electronic structure code. Other codes for motion of atoms. Each person involved has their own codes. Because the codes are only used by a few people, the barriers into optimisation on the big machines are greater.
Commercial code

	Theoretical Atomic and Molecular Physics
	Jonathan Tennyson

UCL
	MOLPRO
	Codes are developed in-house except for MOLPRO (Peter Knowles’ electronic structure code)

The codes rely on good matrix routines as they need to diagonalise big matrices. (Daresbury have been a big help with this in the HPCx period).

	Materials Chemistry using Terascale Computing
	Richard Catlow 

UCL, RI
	ChemShell
CRYSTAL
CASTEP

DL_POLY, SIESTA

VASP, GAMES UK

DL_visualise
	Main code
joint project between Daresbury and Turin.
(contribute to development – the code was originally developed by Mike Payne through CCP9.)

	Reality Grid
	Peter Coveney

UCL
	LB3D
NAMD
	The CCS is involved in theory, modelling and simulation. Thus we often design algorithms based on new models, implement them serially and/or in parallel, and deploy on all manner of resources, ultimately in some cases on high performance computing Grids. LB3D, our home grown lattice-Boltzmann code, was the first to be given a Gold Star Award at HPCx for its extremely good scaling. We also make extensive use of codes constructed elsewhere, though we often make modifications to these. For example, NAMD is used widely in Coveney’s group, but we have “grid-enabled” it and in particular embedded the VMD visualisation environment that comes with NAMD into the RealityGrid steering system. 

	Molecular Simulation
	Mark Rodger

Warwick
	DL_POLY
Academic MD codes

Analysis codes
	DL_POLY (from Daresbury) adapted and modified - academic MD codes used extensively. Analysis programs are all in-house – they don’t do analysis on the national facilities.
Training is done in-house

	UK Applied Aerodynamics Consortium
	Ken Badcock

Glasgow
	PNB

Rotor MBMG

AU3D

HYDRA

FLITE

CFX

Fluent
	Glasgow code
Chris Allen code

Imperial developed
Rolls Royce code used by Loughborough, Surrey and Cambridge

Swansea developed code

commercial code used by Manchester
commercial code used by Surrey

Users at these universities help to support and develop the in-house codes. They are nearly all at a good level of maturity, so it’s now more a case of bolting on different models with the core code remaining unchanged.

	Direct Numerical Simulation for CFD
	Stewart Cant

Cambridge
	NEWT

SENGA
TARTAN

ANGUS
FERGUS

HYDRA

	industrial strength code, used for complex geometries. NEWT is running well, it is completely parallelised and is used on HPCx. It is applied to combustion/aerodynamics problems and has tackled a complete racing car. 

not run on HPCx, only a test bed.
developed on T3D

not run in parallel and probably won’t be
this is the Rolls Royce code but they have been involved in the development. HYDRA has been run on HPCx.
Training is done within the group. The students do the code development, but need training before they can be good at it.

	UK Turbulence Consortium
	Neil Sandham

Southampton
	DSTAR

LESTAR
Strained-channel code
Spectral element code
VOLES
SBLI

Lithium
	Direct Simulation of Turbulence and Reaction.

Large Eddy Simulation of Turbulence and Reaction.
Gary Coleman
Spencer Sherwin

As far as possible they don’t use commercial codes, although they may use CFX. It is against the spirit of flow physics not to be able to see into the code and e.g. check parameters. Commercial codes are not good because they calculate average quantities rather than the details of the flow. They develop the codes themselves. Students usually have to add to codes, but they’re given a copy of the code rather than formally trained.

	Integrative Biology
	Sharon Lloyd

Oxford
	Auckland code
	Training is done in-house if possible.

An IB specific half day training course is run and an optimisation course (session by David Henty)

	UKQCD
	Jonathan Flynn

Southampton
	CPS – Columbia Physics System

CHROMA
FermiQCD

ILDP International Lattice Data Group

	QCDOC inherited this code and modified it themselves.
used for analysis and production

PDRAs and PhD students use the code and are trained within the group. The consortium also runs annual workshops for people to learn to use parallel machines and has written training material for new users.

A lot of work goes into the optimisation of frontline code. It is easy to write inefficient code, but harder to get it to run well.

	Atmospheric Science
	Lois Steenman-Clark

Reading
	UM
	Many codes are used, but the code that characterises NCAS is the Unified Model code (referred to as UM). This is the same model as that used by the Met Office for weather forecasting. The Met Office create the model and NCAS work on the science.

NCAS support the academic community using the codes and they also run training centres. The Met Office only support their own people – everyone else has to go through NCAS

	Earth Sciences
	David Price

UCL
	VASP
CASTEP

CRYSTAL

CASINO

GULP

DL_POLY
	We use VASP, CASTEP, CRYSTAL, CASINO, GULP, DL_POLY, etc.  In general these are supported elsewhere. 

Meeting note: Mainly post docs use the codes and they train each other. It’s not too difficult to get them up to speed with the code – they’re given an example and allowed to modify it (but are they using it efficiently?) This method of training means that continuity in the group is important for passing on knowledge – they need people working all the time

	VIRGO consortium
	Carlos Frenk,

Durham
	GADGET
FLASH
	Some codes are developed in house, some within the consortium. e.g. GADGET and analysis codes. FLASH (this is a “public domain” code which was developed in the US but not commercial. They are constantly debugging this to improve it.) There is no dedicated support other than what Lydia Heck can do. Many of the group do some development but nobody is dedicated to writing code – it might not be the best use of researchers time. They just do it because there is nobody else to do it. If students are made to spend too much time writing code they become less employable.

	Astrophysics
	Andrew King

Leicester
	DRAGON

NIRVANA

Version of ZEUS

TORUS


	The main computer codes used are:

A smoothed particle hydrodynamics (SPH) code, DRAGON, written in Fortran and parallelised using OpenMP.

A grid-based MHD code, NIRVANA, written in Fortran and parallelised using MPI.

A version of the ZEUS finite-difference fluid dynamics code, written in Fortran and parallelised using OpenMP, with an MPI version of the code (ZEUS-MP) to be made available in the near future.

The TORUS Monte-Carlo radiative transfer code, written in Fortran and parallelised using either OpenMP or MPI.

None of these codes use specialised operation such as matrix operations or FFTs - their computations are simply based on performing mathematical calculations while looping over arrays or tree structures. DRAGON uses particle sorting routines, large-N loops.

	Plasma Physics (fusion)
	Colin Roach

Culham
	CENTORI
GS2
	CENTORI – developed in-house, training available locally (P Knight and A Thyagaraja). As part of our HPCx contract, EPCC staff are presently engaged in developing the parallelisation of the code.

GS2 – developed in the US by collaborator Bill Dorland, some training available locally (C M Roach), and Bill Dorland has helped to train students in more involved aspects.

	CCP1, Quantum Chemistry
	Peter Knowles

Cardiff
	GAMESS-UK
Molpro

Gaussian

Dalton

Q-chem

CADPAC
	GAMESS-UK: used by the Daresbury group and some others. Maintained by the Daresbury group.

Molpro, Gaussian, Dalton, Q-chem, CADPAC: maintained by their owners, some of whom are CCP1 members, with support from licensing revenue or other sources.

Training: courses on some of these codes have been hosted by the EPSRC computational facility located at Imperial College.


4.2 Developing, Porting and Optimising Codes
The groups with established HPC usage in general don’t find porting code to high end machines too difficult. However, even then, some codes scale better than others; codes not designed to run on parallel machines in the first place are difficult. Getting codes to run on high end machines is not difficult, but optimisation of the codes can be tricky and is very time consuming. 
Several groups who have had support commented that Daresbury support for code optimisation had been good. Other groups would welcome more support, particularly new users. Porting and optimising code is seen as a major barrier to using HPC facilities by new groups and dedicated support would be welcomed. E.g. CCP13 has the potential to use HPC for protein crystallography, but the community do not have the expertise in using HPC. However, it is worth bearing in mind that code optimisation may become inefficient unless scientists and code developers work closely together. Whether the scientific community should be developers or users of code is an important topic for debate. Discussion of support for new users and how this fits in with HECToR is also needed. 
Ken Taylor’s group devotes considerable manpower to porting and optimising codes – HELIUM has been optimised to get the best out of HPCx. They made the point that codes that are scientifically important are likely to have a lifetime ~ 10 years, so the codes developed by their group do not merely focus on a single generation of HPCx, but bear in mind how HPCx is likely to develop. At the other end of the scale, it is acknowledged that spending large amounts of time optimising a code that will have a limited lifetime, e.g. to solve one specific problem, is not the most efficient use of resources.
Porting codes can be made more complicated if there are limitations on how much optimisation can be done. For example if groups are using commercial code they may not be able to access the source code. NCAS cannot rewrite the Unified Model code because it is a Met Office code – they often need to compromise and tune the codes as best they can without rewriting them. This approach does not necessarily make the best use of the machine. The architecture of the machine can also affect how easy it is to port codes to it.
5. Funding

The table below gives a summary of the rough percentages of EPSRC funding and other sources of funding for groups where these figures were available.

	Research Group
	Contact
	EPSRC funding
	Other Funding

	Atomic and Molecular Physics
	Ken Taylor

Belfast
	100%
	-

	ChemReact Consortium
	Peter Knowles

Cardiff
	~ 100%
	-

	Theoretical Atomic and Molecular Physics
	Jonathan Tennyson

UCL
	Hardcore funding for HPC comes from EPSRC
	EPSRC funded work feeds into work funded by PPARC and NERC

	Materials Chemistry using Terascale Computing
	Richard Catlow 

UCL, RI
	70%
	EU and some industry funding.

NERC funding for e-Science work which overlaps with HPC

	Reality Grid
	Peter Coveney

UCL
	90%
	10% BBSRC

	UK Applied Aerodynamics Consortium
	Ken Badcock

Glasgow
	~ 33%
	Industry e.g. BAE systems

DARPS project funded by EPSRC/DTI/MOD

	Direct Numerical Simulation for CFD
	Stewart Cant

Cambridge
	100%
	-

	UK Turbulence Consortium
	Neil Sandham

Southampton
	Previous consortium

~ 66%

New consortium

~ 50%
	Industry, DTI, EU

	Integrative Biology
	Sharon Lloyd

Oxford
	100% HPC work
	JISC for VRE project ~ £300 k

	UKQCD
	Jonathan Flynn

Southampton
	-
	100% PPARC

	Atmospheric Science
	Lois Steenman-Clark

Reading
	-
	NERC and EU

	Earth Sciences
	David Price

UCL
	-
	NERC

	VIRGO consortium
	Carlos Frenk,

Durham
	-
	JREI, JIF, private funding

	Plasma Physics (fusion)
	Colin Roach

Culham
	UKAEA staff time: 

80% EPSRC

All other HPC costs met by EPSRC
	UKAEA staff time:

20% Euratom

	CCP1, Quantum Chemistry
	Peter Knowles

Cardiff
	> 50%
	Some BBSRC funding

	CCPn, NMR Spectroscopy
	Ernest Laue Cambridge
	-
	100% BBSRC (NB this is general funding; CCPn does not yet use HPC)


6. APPENDIX I – Detailed Questionnaire Responses
6.1 Introduction and Background

This appendix presents the detailed responses to the questionnaire distributed in April 2005, providing a summary of the responses to the questions raised, augmented where appropriate by discussions held during the visit. A given section presents in tabular form the response from each group to the questions raised, with the “Research-based” questions covered in sections 6.2 to 6.7, specifically;

· Research Priorities (§6.2)

· Achievements (§6.3)

· Visual Presentation of Results (§6.4)

· Prestige Factors (§6.5)

· Industry Involvement (§6.6), and 

· Comparison/links with other Countries (§6.7)

The “Statistics-based” questions are covered in sections 6.8 to 6.11, namely

· Computational Aspects of Research (§6.8)

· User Support (§6.9)

· Staff Issues (§6.10)

· Research Council Funding (§6.11)

Within each Table the responses are grouped according to the scientific areas that were characterised the scientific case for HECToR (“HEC and Scientific Opportunity; The Scientific Case for the Large Facilities Roadmap Computing Infrastructure”). These areas include Atomic, Molecular and Optical Physics, Computational Chemistry, Materials Simulation and Nanoscience, Computational Engineering, Computational Systems Biology, Particle Physics, Environmental Modelling, Earth Sciences, Astrophysics, and Plasma Physics. Coverage is also given to the Collaborative Computational Projects (CCPs) through visits to the Chairmen of CCP1, CCP9, CCP5, CCP13 and CCPn. Each field has its set of science goals, software characteristics and, following on from that, hardware requirements. Together, these sections provide a detailed analysis of the current HPC landscape available to the research community.

Research

6.2 Your Research Priorities

Please provide a few sentences summarising the main research projects and objectives of your group which make use of HPC. Include any “grand challenges” that you would like to address.
	
	Research Priorities

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)

	Our interest is in intense laser interactions with matter. The intense laser can range from those delivering light at the near infra-red (wavelengths ~ 800 nm) to the soon available Free Electron Lasers delivering light at VUV and X-ray wavelengths. The matter ranges from few-electron atoms and molecules to many-body large molecules and atomic clusters. Our objective is to better understand the mechanisms underlying the absorption of energy from the laser and the concomitant dynamical response of the electrons and nuclei forming the matter. This area is full of “grand challenges”. Energy-resolving the two-electron ionising wavepackets produced from helium exposed to intense Ti:Sapphire laser light will exploit a potential HECToR service to its limits. Examples of grand challenges, which will demand capability in excess of HECToR for their full scientific investigation, are:

· The response of helium and helium-like positive ions to X-ray Free Electron laser light where non-dipole interactions between laser field and electrons must be taken into account.

· Energy-resolved double ionisation of rare gas atoms (neon and argon) by Ti:Sapphire laser light where the influence of the remaining non-ionised electrons must be allowed for. This is work that requires development of a new code based on a time-dependent R-matrix approach accounting for the atomic structure of multi-electron atoms in their response to intense laser light.

· Interplay between ionisation and vibration/dissociation in the H2 molecule driven by Ti:Sapphire laser light.

	2
	Dan Dundas, QUB (CLUSTER)
	Simulation of the response of matter to intense, short-duration laser pulses through solutions of the Kohn-Sham equations of time-dependent density functional theory for many-body systems. The grand challenge problem of this research is simulating the laser-heating of atomic clusters.

	3
	Dan Dundas, QUB (H2MOL)
	· Many-body quantum dynamics and ultrafast energy transfer.

· Grand challenge: quantum systems in extreme fields

· Grand challenge: quantum systems in noisy environments

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	There are several main strands to the Chemreact work:

· Solving vibrational problems for H2O, H3+ (Jonathan Tennyson, UCL)

· Understanding chemical reactions in detail at the quantum mechanical level. It is now possible to include 4 atoms, whereas only 3 have been possible for the past 20 years. (Stuart Althorpe, Nottingham)

· Interactions of cold atoms and molecules (Jeremy Hutson, Durham)

· Photochemistry – interactions of small molecules with light (Gabriel Balint-Kurti, Bristol).

	5
	Jonathan Tennyson, UCL
	Grand challenge: 
quantum states of molecules and dissociation



     
Bound states meets reaction dynamics




Studies on H3+
They are making progress on HPCx on problems in these areas which haven’t been understood for the past 20 years. Effects are predicted through quantum calculations on HPCx which are not predicted with classical physics. 

One upcoming project which will require the use of HPC is on electron collisions of molecules. The method used previously only works at low energies as it used a close coupling expansion which becomes infinite at the ionisation energy. A new method exists which uses pseudo states of expansion. It works, but it changes the computational dynamics of the problem so that it needs HPC. A code PFARM has been developed to look at electron impact ionisation of the molecules at the threshold region (where the molecules first start ionising). There is no proper quantum mechanical way of doing this so far – this is the first real ab initio attempt.

Another project coming up which may require use of HPC is on positron annihilation in molecules. Molecules have a “Z effective” number, which is essentially the number of electrons a positron sees to annihilate. In some molecules this Z number is extremely large. The effect is well known, but there are different theories as to why it arises. There is no proper theoretical model at present.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	Overall, the development and application of combinatorial methods to model structures, properties and reactivities. They are also interested in the concept of materials design in the long term. Their interests are broad, but more towards hard condensed matter than soft. They cover oxides and semiconductors (fewer metals). They are interested in the applications of functional materials to e.g. catalysis and sensors. Work has also been done on radiation damage.

The field has moved on in the last 5 – 10 years in terms of realistic modelling. Future challenges will involve pulling together atomic modelling techniques with longer lengths and timescales. (Modelling at the atomistic level is limited to nanosecond and nanometre scales, whereas lots of processes occur on a millisecond or millimetre scale making it necessary to look at coarse grain properties.)

Grand Challenges:


To model larger clusters. Currently they can only model smaller clusters than are  made in the labs.

Modelling nucleation and growth of crystals. Currently that can model the molecular processes, but they need more computational power to get to the larger lengthscales and timescales.

Modelling reactivity – they would like to be able to model the rates of complex chemical processes.

Modelling of dilute magnetic systems. e.g. a normal semiconductor that becomes magnetic with a low level of impurities. Why and how does this happen? Finding out requires large scale calculations.

Enzyme chemistry with protein chains. (This is reactivity again, but applied to a biosystem). HPCx doesn’t have enough memory to deal with this.

	7
	Peter Coveney, UCL

	The Centre for Computational Science has two sides to it. One is the research performed by Prof P V Coveney’s group, the other is concerned with integrating and expanding the use of HPC and associated activities across UCL.

The scope of the research performed by the CCS in both senses is very broad. We are concerned with “advancing science through computers” in physics, chemistry, materials, life sciences and beyond. Members of the group have backgrounds (first and/or second degrees in many subjects, including mathematics, physics, chemistry, biology and computer science). One of our major current interests is in scientific grid computing, which we have been pioneering over the past 3-4 years. We are one of a limited number of scientific groups that is fully engaged with this new paradigm and, as such, we have been able to influence the development of computational grids in several respects. One main concern is to reduce the barrier to user engagement with computational grids. As a result, we currently devote a significant amount of time and effort to the development of “lightweight” usable middleware in projects funded by EPSRC and the Open Middleware Infrastructure Institute. 

We have demonstrated that, when grids can be made to work effectively, they provide a step jump in respect of the scientific problems that can be addressed. In particular, the TeraGyroid, STIMD and SPICE Projects have all provided us with the ability to perform modelling and simulation work of an unprecedented scope, ambition and scale.

More recently, we have been developing coupled models (molecular/coarse-grained and QM/MM) that can be steered and deployed on grids. Our view is that the Grid provides the optimum architecture on which to perform coupled simulations, as individual components can be assigned to different architectures on which to run, with a view to optimally load-balancing the problem. Perhaps the example par excellence of this is Systems Biology, wherein a single biological system (for example, an organ such as the heart) is treated by integrating models of its behaviour by the coupling of the various codes normally used to describe phenomenology on various length and time scales.

	8
	Mark Rodger, Warwick


	Crystal growth, biomineralisation; The problem is to understand in a sensible way at the atomistic scale how crystal nuclei initially form, particularly in aqueous solutions, and to predict their growth after. Understand what drives certain phases to nucleate and what controls crystal growth factors afterwards.

 A further aim is to design additives to control crystal growth or even prevent crystallisation, e.g. for methane hydrates in oil pipelines. Currently this is done by putting in methanol, but this method requires 50% by weight of H2O to make sure crystals can’t form, which is too much to keep injecting and then extracting. Ideal would be additives at ~ 0.5% (i.e. 100 times smaller by volume) but they still need to be reliable.

Materials modelling consortium: interested in controlling crystal growth. e.g., algae can grow intricate calcium carbonate structures around single cells, with particular material properties to achieve a physical purpose. They would like to understand how this is done in nature and mimic it. Timescale is the difficulty with the current machines. Each step in the problem depends on the last, so linear steps through the problem are necessary, which slows things down. Each time step ~ 10-15 s. Also, since it’s a chaotic system it is necessary to do many calculations. The problem does not parallelise well, but work is currently being done on this.

The process currently takes hours or days – there are too many time steps to run it quickly. Coarse graining methods are being looked at, but then the molecular information is lost. Ideally would like more atomistic methods but be able to stretch the timescale. Greater lengthscales are easy and map well onto HPCx, but large timescales are not easy.

Biomolecule simulations of DNA

DNA simulations have only been believable over the last 5-10 years. Careful calculations indicate changes taking place over ~ 10s nanoseconds which may influence the structure and folding properties. This leads to timescale issues again. Lengthscale issues as well, but lengthscale maps well onto massively parallel machines. Timescale doesn’t, but this can sometimes be got round by choosing the starting configuration well. However it many situations it’s hard to know what the starting conditions should be.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow


	The consortium is focussed on air vehicles – helicopters and fixed wing aircraft. It targets fundamental problems around aerodynamics that are relevant to air vehicles. What differentiates this consortium from other aerodynamic consortia is the use of high Reynolds numbers, i.e. a less pure treatment of turbulence. They are less fundamental than e.g. Neil Sandham who uses lower Reynolds numbers. The approach is increasingly multidisciplinary, using structural dynamics as well as fluid dynamics. The problems are fundamental aerodynamics problems of interest to industry. The industrial perspective puts constraints on the work that differentiate it from other consortia.

The modelling of turbulence is done using Reynolds averaged scale methods – LES (Large Eddy Simulation) and DES (Detached Eddy Simulation).

The grand challenge is to simulate a complete system (e.g. complete engine, or a helicopter with all the dynamics) rather than an idealisation.

Computer size is a limitation in doing this – currently an order of magnitude away from doing things properly.

Memory per processor is important to this group.

	10
	Stewart Cant, Cambridge


	Direct numerical simulation of flow. The challenge is to move towards increasingly large boxes of turbulence. HPC is necessary to stay internationally competitive, but lots of useful small calculations can be and are done on smaller PC clusters.

Grand challenge: Getting to Reynolds numbers that are relevant to industry.

Direct simulation of lab experiments (they can already do a bunsen burner, but want to do larger systems.)

They now have abstract comparisons to experiments, which was not true a few years ago. 

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton


	Neil Sandham: One main area is broadband noise from aerofoils. This research is made possible by HPC – they can do complete aerofoil calculations, full Navier Stokes calculations. The calculations are only in 2 dimensions at the moment. The challenge is to go to 3 dimensions, hopefully in the next few years. Rolls Royce are interested in this work.

Turbulence is still being modelled using idealised geometries. Because turbulence is difficult to model, they have to look at idealised cases which may be of relevance. They need big machines to do this as the Reynolds number must be as high as possible if they are to approach real situations of interest to engineering. A big Altix machine would be ideal; vector machines are also good.

Gary Coleman: Behaviour of coherent vortices in stably stratified flow; investigating the effects of vortical structures on surface gravity waves

The focus is upon the effect of stable stratification and background turbulence upon individual coherent turbulent rings. There are a number of unresolved issues for this case, including the effect of stratification upon isolated patches of turbulence, the impact of stratification and background turbulence upon the long-term evolution of discrete vortical structures, and whether or not the ring leaves a characteristic signature in the internal and/or surface gravity wave fields. Using Direct and Large-Eddy Simulation of a single tight-core vortex ring to address these fundamental issues, we aim to provide a set of detailed high-quality data and thereby provide a sound foundation for those who must answer the important design and engineering questions that are affected, in various contexts, by the behaviour of stably stratified turbulence. This project is also expected to benefit the many fields (such as civil aviation and remote/satellite sensing of the ocean) in which discrete vortical structures play an important role.

(Stratified flow – occurs when a light fluid lies above a heavy fluid, which inhibits motion. This affects how e.g. vortex rings created by a submarine propagate through the ocean. The idea is that by looking for signature surface waves by satellite, submarines can be accepted.)

Kai Luo, turbulence consortium: Including chemical reactions on scales much smaller than the turbulence is a challenge. The computational calculation has to be extended to smaller scales. 

1. Numerical simulation of turbulent combustion, emphasising resolving a wide range of scales;

2. Numerical simulation of multi-scale, multi-physics problems in sustainable energy systems;

3. Hybrid numerical simulation linking molecular dynamics simulation, microscale simulation and macroscale simulation. 

Over the past few years they have been looking at single phase combustion, but they have now started working on multiphase flows, i.e. real chemical reactions, e.g. sprays, pollutant formation. These are on scales ~ nm, which is ~1012 difference in scale from the turbulence. This is very difficult for computers to cope with. Even HECToR will not be enough. They have to try to model these problems, they cannot directly simulate them.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford


	Integrative Biology - Our Grand Challenge we are trying to address is the modelling of arrhythmic pattern of the human heart and the development of cancer tumours and their establishment of vasculature. These applications require the execution of complex 3D models with upwards of 50 – 100 parameters that describe the problem space. The input and output data from the simulations are in the range of hundreds of gigabytes. A shared memory architecture is an essential  requirement to progress the science and to enable the users to visualise these results effectively. Whole body modelling and multi-scale modelling will of course require extensive use of shared memory’ high performance computing facilities.

Given the complexity of these models, scientists are currently limited to running simulations of seconds of the physical process with existing resources. In addition they do not have the ability to link to high end visualisation services from HPC. This severely limits the ability to undertake real time exploration and the ability to computationally steer the simulation.

These are the objectives of the IB grand challenge in using HPC.”

1. CARP, a heart modelling package, has been developed but is not currently suitable to run on HPCx. 

2. Packages need to be re-architectured to go onto HPCx, but users can be reluctant to do this. If they don’t however, they run the risk of being left behind in terms of the science they can do. 

3. HPCx is tuned to get through big jobs quickly. This favours groups who have the background to be comfortable with using HPCx. Newer groups that don’t have the same quick turnaround on their work.

4. It is necessary for groups to make the step into using HPC so that they can address larger scale problems. To encourage them, it may be useful to focus on a particular project (e.g. the heart modelling project) and demonstrate its success.

5. EPCC group support is very important when it comes to optimisation when transferring codes from one system to another.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton


	The UKQCD Collaboration was formed in 1989 to procure and exploit computing facilities for lattice field theory calculations. The member institutions are Cambridge, Edinburgh, Glasgow, Liverpool, Oxford, Southampton and Swansea. The collaboration’s primary aim is to increase the predictive power of the Standard Model of particle physics through numerical simulation of Quantum Chromodynamics (QCD). Quantities currently under study include: the hadron mass spectrum; weak interaction matrix elements, especially those involving heavy quarks and/or violation of CP symmetry; the momentum distributions of quarks inside hadrons; the structure of the QCD vacuum; and the properties of QCD at high temperatures. There are also some lattice studies of the Higgs field and quantum gravity.

QCD is the quantum field theory of the strong interaction which binds quarks and gluons into the observed hadrons. The strength of the interaction means that QCD has many features that cannot be understood from perturbation theory. Numerical simulation on a discrete lattice of space-time points provides the only fundamental nonperturbative approach. Lattice QCD requires enormous computing capability and world-leading research is impossible without world-class HPC resources.

Their Strategic Vision Statement (taken from information provided to the International Review) is:

“UKQCD is contributing to the search for new physics using computer simulations of the strong interaction (Quantum Chromodynamics) to permit high-precision tests of the Standard Model and a better understanding of quark confinement and the phase structure of strongly interacting matter. Our aim is to obtain from first principles predictions from quantum field theories for any values of their input parameters and to apply these to improve the discovery potential of experiments. Results from B Factories, the Tevatron, CLEOc, and soon from the LHC, demand increasingly precise lattice QCD calculations and the primary objective of UKQCD is to deliver these.”

Research Themes:

	
	
	QCD simulations with 2+1 flavours of improved staggered quarks: Alan Irving 

QCD simulations with full chiral symmetry and 2+1 flavours: Richard Kenway 

Flavour physics with improved staggered light quarks: Christine Davies 

Hadron structure: Paul Rakow 

B phenomenology: Jonathan Flynn 

Kaon physics: Chris Sachrajda 

Hybrid and singlet mesons: Chris Michael 
	QCD phase structure: Simon Hands

Topology: Alistair Hart 

Perturbative calculation of improvement coefficients and renormalisation constants: Ron Horgan 

SU(N) gauge theories: Mike Teper 

Algorithms for dynamical quark simulations: Tony Kennedy 

Design and development of QCD computers: Peter Boyle 

QCDgrid, International Lattice Data Grid and software: Richard Kenway

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading


	There are four key NCAS themes/challenges:

1.
Climate Change Science (particularly modelling)

The challenge - to increase knowledge of climate variability and change on timescales of weeks to millennia; to develop the capability to perform comprehensive simulations of the earth system on these timescales; and to establish the utility and skill of climate change predictions at the regional scale

2.
Small-Scale Atmospheric Processes and Weather

The challenge - to increase knowledge of the small-scale physics and dynamics of the atmosphere so as to enable their accurate representation in climate and weather forecasting models, and to develop environmental prediction applications, such as air quality

3.
Atmospheric Composition (including air quality)

The challenge - to quantify global, regional and local changes to atmospheric composition and increase knowledge of the interaction of atmospheric composition with weather, climate and the biosphere

4.
Technology for Observing and Modelling the Atmosphere

The challenge - to develop further the fundamental underpinning technologies for observing and modelling the atmosphere, necessary to carry out atmospheric science research

	
	Earth Sciences

	15
	David Price , UCL

	To determine the structure, dynamics and evolution of planetary interiors, using ab initio modelling techniques to determine the high pressure/temperature properties of planetary forming materials. The grand challenges to which we aim to provide input include (i) the origin and evolution of the geodynamo and the earth’s magnetic field, (ii) the structure and processes occurring at the core-mantle boundary, (iii) the thermal structure, chemical and mineralogical composition of the core and mantle. We also aim to provide new paradigms for highly accurate ab initio modelling, which go beyond current standard techniques. These new developments will only be possible with the availability of much more powerful machines in the next 5-10 years. 

Meeting note: QMD is still being developed – there aren’t many applications yet. It’s much more computationally intensive than DFT. It’s just starting to produce results. Maybe in the next 5-10 years it will get to the same stage that DFT is at now.

	
	Astrophysics

	16
	Carlos Frenk, Durham


	Computer simulation of cosmic structures (The VIRGO Consortium).

Look at cosmos as a whole.

Science drivers:


· compare theory with observations using simulations

· Design and interpret observational programmes

· New physics and astrophysics discovered

· Establish the connection between objects seen at different epochs.

Simulations allow “experiments” which can’t be done in real life.

See presentation for the five key questions, also plans for the consortium (maintain world leading position, science objectives, dramatic advances in cosmology in the last 10 years.) 

	17
	Andrew King, Leicester
	Andrew King’s research interests centre on astrophysical accretion and the evolution of the parent systems. This includes the study of cataclysmic variables, X-ray binaries, gamma-ray bursters, active galactic nuclei and star and galaxy formation. He is a Director of the UK Astrophysical Fluids Facility (UKAFF) which is located in Leicester. 

The UK Astrophysical Fluids Facility (UKAFF) is hosted by the Theoretical Astrophysics Group at Leicester. The facility provides the following:

· Supercomputing facilities for the UK theoretical astrophysics community

· Data Visualisation facilities

· Parallel programming help and training, along with access to the UKAFF

· A centre of excellence to help maintain the UK’s position as a world leader in the field of theoretical astrophysics.

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham

	It is a great scientific challenge to understand from first principles the physical mechanisms underlying the transport of heat and particles in magnetically confined plasmas. We know that electromagnetic turbulence must play a vital role, and recent advances in computing are allowing tremendous strides to be made in attempting to model the basic underlying mechanisms of plasma transport. Besides the inherent scientific challenge, success in this venture could also be important in optimising the design of nuclear fusion power stations.

It is not presently possible to model tokamak turbulence fully over the full ranges of length and time-scales within practical run times. For this reason, computational codes based on two theoretical approaches have been devised to look separately at global and local plasma transport: the first is a kinetic approach based on solving for six dimensional distribution functions f(r,v) for each plasma species, and the second is a fluid approach which solves for a fixed set of moments of the underlying distribution functions. While the kinetic approach is more fundamental and rigorous, both the high dimensionality of the distribution functions and the short length and time-scales which must be resolved challenge the domains and times which can be modelled. The fluid approach can handle larger domains and longer times, and approximates short length and time-scale effects.

We are using HPCx to pursue both of these approaches, and are trying to further our understanding of plasma transport in toroidal magnetic confinement devices (tokamacs), and with a special interest in the nature of plasma turbulence in novel spherical tokamac devices, such as the MAST experiment at Culham. In particular through the fluid approach we are investigating the importance of large scale turbulence, and through the kinetic approach we are studying much shorter length scale electron temperature gradient driven turbulence, which is of great topical interest, and could in principle drive substantial heat transport through electrons but not through ions.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	CCP1 is a collaborative computational project broadly centred around the electronic structure of molecules. The project involves over 30 research scientists who come from UK academia, industry and government laboratories. Members are working on a variety of applications of quantum chemistry to problems in, for example, biochemistry, materials science, atmospheric chemistry, physical organic chemistry. There is also substantial activity on new quantum-mechanical methods, and on producing efficient software implementations. The grand-challenge problems are difficult to identify and isolate, since they typically involve embedding electronic structure methods within other simulation methods, e.g. QM/MM investigations of enzymatic reaction mechanisms.

	20
	James Annett, Bristol (CCP9)

	CCP9 brings together leading UK research into the electronic structure of condensed matter. The field includes the study of metals, semiconductors, magnets and superconductors, employing microscopic quantum mechanical calculations. The activities of CCP9 encompass highly topical areas such as magneto-electronics (GMR, CMR and spin-transistors); photonics; nano-technology; high temperature superconductors; and novel wide band gap semiconductors, such as GaN and diamond films.

CCP9 operates as a network which connects UK research groups in electronic structure and also facilitates UK participation in the larger European Psi-k Network (RTN, TMR and ESF). Through a series of flagship projects we have developed a number of cutting edge computational codes.

These include CASTEP, the code to calculate the Bloch wall energies and dynamical mean field theory (DMFT). In particular, the DMFT project promises accurate and materials-specific many body calculations for correlated electron systems. These can be Kondo systems such as Fe impurities on a Cu substrate. The Kondo effect – a many body phenomenon in condensed matter physics involving the interaction between a localised spin and free electrons – was discovered in metals containing small quantities of magnetic impurities. It is now recognised to be of fundamental importance to correlated electron materials. Kondo systems are characterised by narrow resonances at the Fermi level and have been studied in detail by scanning tunnelling microscopy.

They are starting to look at larger scales than crystals – up to the nanoscale.

Their grand challenge is to solve systems completely ab initio – i.e. no input parameters. By this method they are making real predictions rather than just learning what a model does on a system. Ab initio calculations are more work, but they are a useful benchmark of models.

~100 atoms is typical for ab initio calculations at the moment. This is equivalent to several layers of a structure. Useful for spintronics systems. If they could reach thousands of atoms then they could look at larger systems with more accuracy. This is necessary if they want to tackle biological problems. Even small proteins require ~ 1000/10000 atoms.

	22
	Earnest Laue, Cambridge (CCPn)

	NMR spectroscopy is a very widely used tool for studies of biological macromolecules such as proteins, DNA and RNA. It is used to determine structures in solution, including those of complexes, and to study interactions with ligands, for example in drugs. It is very complementary to X-ray crystallography (studied by CCP4) and it has particular strengths for the study of protein folding and misfolding, the study of detailed chemical interactions and of macromolecular dynamics. It is also particularly appropriate for studies of weak interactions in solution. With the growing emphasis on high throughput studies, increasing effort is being put into automating and streamlining NMR projects. This requires improvements in the computational methods employed.

There have been many different analysis programs in the field of NMR, each with its own way of storing data. CCPn is developing an all-embracing data model for NMR spectroscopy of macromolecules with computer code for accessing the data and reading and writing files. The data model represents a standard way of organising and storing all the data relevant to the NMR field. The associated computer code provides a simple way of interacting with the data from several computer languages (including C, Java, and Python) and of storing it in several data formats (including XML and SQL databases). The CCPn data model is being developed by a large international consortium and their aim is that it should be widely accepted as an international standard for data exchange and storage. 


6.3 Achievements

What are the major achievements and contributions of your group? Please identify three publications which summarise your achievements and highlight any recent breakthroughs you have had. 

	
	Achievements

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)

	We have been the first to calculate the full two-electron response of helium to intense Free Electron Laser light at VUV wavelengths.

J.S. Parker, L.R. Moore, K.J. Meharg, D, Dundas and K.T. Taylor, J. Phys. B: At. Mol. Opt. Phys. 34 (2001) L69

We have been the first to calculate double-ionisation rates and yields for helium exposed to 390 nm and 780 nm Ti:Sapphire light and quantitatively determine time-delays between each single-ionisation wavepacket and the ensuing double-ionisation one.

J.S. Parker, B.J.S. Doherty, K.J. Meharg and K.T. Taylor, J. Phys. B: At. Mol. Opt. Phys. 36 (2003) L393

We have been the first to calculate energy-resolved double-ionisation yields for helium exposed to 390 nm Ti:Sapphire and compare with experiment. This forms an important publication under preparation.

J.S. Parker, K. Schultz, B.J.S. Doherty, K.T.Taylor and L.F.DiMauro, to be submitted to Phys. Rev. Letts.

	2
	Dan Dundas, QUB (CLUSTER)
	1. Development of grid-based techniques for the description of laser-heated diatomic molecules.

D. Dundas, Efficient grid treatment of the ionization dynamics of laser-driven H2+, Phys Rev A, 65:023408 (2002)

2. Development of ab initio approaches based upon time-dependent density functional theory for the simulation of the laser-heating of many-body systems.

D. Dundas, Accurate and efficient non-adiabatic quantum molecular dynamics approach for laser-matter interactions, J Phys B: At Mol Opt Phys 37:2883 (2004)

3. Understanding the role of multi-electron effects in the ionization of diatomic molecules of experimental interest.

D Dundas and J-M Rost, Molecular effects in the ionization of N2, O2 and F2 by intense laser fields, Phys Rev A 71:013421 (2005)

	3
	Dan Dundas, QUB (H2MOL)
	Dynamic tunnelling ionisation of H2+ in intense fields

Peng LY et al. (2003) J. Phys. B 36 L295

Extreme UV generation from molecules in intense Ti:Sapphire light

McCann et al. (2004) Annual report 2003-2004, Central Laser Facility p.81

A discrete time-dependent method for metastable atoms and molecules in intense fields.

Peng et al. (2004) J. Chem. Phys. 120 (2004) 10046 

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	Pomerantz, A.E., Ausfelder, F., Zare, R.N., Althorpe, S.C., Aoiz, F.J., Banares, L. and Castillo, J.F., Disagreement between theory and experiment in the simplest chemical reaction: Collision energy dependent rotational distributions for H+D2-> HD(ν' =3,j')+ D 

J. Chem. Phys. 120, 3244-3254 (2004)
Abstract: We present experimental rotational distributions for the reaction H+ D2-->HD (ν' = 3, j') + D at eight different collision energies between 1.49 and 1.85 eV. We combine a previous measurement of the state-resolved excitation function for this reaction [Ayers , J. Chem. Phys. 119, 4662 (2003)] with the current data to produce a map of the relative reactive cross section as a function of both collision energy and rotational quantum number (an E-j' plot). To compare with the experimental data, we also present E-j' plots resulting from both time-dependent and time-independent quantum mechanical calculations carried out on the BKMP2 surface. The two calculations agree well with each other, but they produce rotational distributions significantly colder than the experiment, with the difference being more pronounced at higher collision energies.

Disagreement between theory and experiment might be regarded as surprising considering the simplicity of this system; potential causes of this discrepancy are discussed.

	5
	Jonathan Tennyson, UCL
	1) H Y Mussa, J Tennyson, Journal Chem. Phys. 109, 1885 (1998)

Looked at all the bound states of H2O. This was the first time that anyone had looked right up to the dissociation limit, not just at the bottom of the potential well. 

2) O L Polyansky et al. Science  299, 539 (2003)

This was a collaboration with Peter Knowles. They used CSAR (7 years of computer time) and continued work on HPCx. They solved completely ab initio an accurate spectrum for water. They have now done this using 1500 points. Previously they only did 350 points, which used up their entire budget but still wasn’t enough.

3) James J Munro – Asymptotic vibrational states of the H3+ molecular ion.

This is being refereed at the moment. They are hoping to publish it in PRL.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	Martin Dove’s group at Cambridge have done realistic modelling of radiation damage in crystalline ceramics. 

“We actually study radiation damage in a number of ceramics, quartz being one, but actually our main work has been on zircon, perovskites and some other materials that are more likely than quartz to be candidate materials for long-term encapsulation of high-level nuclear waste.

I would also like to say that this works ties in to an e-science grant I hold, and we have been developing the molecular dynamics code DL_POLY3 for this work. As a result of this work on code development, coupled with the power of HPC provision, I think that we now run the largest simulations of this type in the world. We can now run simulations of several million atoms, which I think is a record for simulations of materials with charged ions (all other very large simulations only have short-range interactions).”

One recent reference is

1. Radiation damage effects in the perovskite CaTiO3 and resistance of materials to amorphization. K Trachenko, M Pruneda, E Artacho and MT Dove. Physical Review B 70, art no 134112, 2004

Work on the nucleation of Zinc Sulphide:


2. Simulation of the embryonic stage of ZnS formation from aqueous solution. S. Hamad, Sylvain Cristol and Richard Catlow. J. Am. Chem. Soc. 2005, 127, 2580 – 2590.

Work on solid state battery anodes has resulted in a number of Physical Review Letters, e.g.

· Ask for example publication

	7
	Peter Coveney, UCL

	1) P V Coveney (ed.), Scientific Grid Computing, Phil Trans R Soc Lond A363 15 August 2005. This is a Theme Issue of the journal comprising 27 refereed articles encompassing many facets of high performance Grid computing, from building grids to middleware development, computational steering and visualisation, and science. I am author/co-author of seven of these papers; the majority come from members of the RealityGrid project.

2) S Wan, P V Coveney & D R Flower, “Molecular basis of peptide recognition by the TCR: affinity differences calculated using large scale computing”, Journal of Immunology, 175, 2005, scheduled for 1 August publication. Uses thermodynamic integration, applied to a problem of unprecedented size (over 100,000 atoms) to calculate binding free energies of short peptide sequences within a complex also comprising a major histocompatibility protein and the T-cell receptor. Based on the success of this work, we are now building models of the so-called immunological synapse, including several additional proteins and two membranes (a 320,000 atom models).

3) N. González-Segredo and P. V. Coveney, "Self-assembly of the gyroid cubic mesophase: lattice-Boltzmann simulations." Europhys. Lett., 65, 6, 795-801 (2004). The discovery of the gyroid cubic liquid crystalline phase using our LB3D code. Although the referees were impressed by the size of the models simulated here, they had already been dwarfed by the scale of those performed in the TeraGyroid project, where some simulations exceeded the billion site level. Scientific work resulting from TeraGyroid is still being reported, with one or two papers published dealing with development of algorithms to mine the 2 TB of data produced, and ones submitted and in preparation on the science uncovered.

	8
	Mark Rodger, Warwick


	Simulated directly the initial nucleation of methane hydrate in a methane/water mixture. Publication generated lots of interests.

Inhibitor processes have been simulated directly which have changed the way people are looking at them. The mechanism was shown to be different to that previously suspected which has implications for the design of inhibitors. This had great impact at the RSC oil conference.

Analysis of inhibitor simulations has shown some simple correlations which explain experimental date well and also work well on wax systems.

Simulations of DNA binding to novel synthetic ligands have shown that the base pair adjacent to site at which the ligand binds are destabilised rather than the pair at the binding site. This is an unexpected result, but matches experimental date.

References to follow

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	This consortium has only been running for a year, so some groups are still getting going. The most active groups are Ken Badcock’s group and the Bristol group.

Ken’s group achievements: Simulation of weapons bay. They have shown that a particular level of turbulence is appropriate for the problem (which was not known before). This has been used in interesting aerodynamics studies, e.g. elastic response of a cavity to the flow inside. Supercomputer use allowed this treatment of turbulence, it couldn’t have been done at the university.

· Paper attached.

Bristol group achievements: Study of the flow of air round helicopter rotors. Particular focus on tip vortices. Tip vortices lead to unpleasant noise (about the same frequency of a baby crying.) They are hard to measure and to compute. The big challenge is to stop the tip vortex diffusing to nothing in calculations. The ideal is finely resolved calculations which preserve the vortices and then assess their affects as a follow on. Eventually this can be applied to design in order to reduce noise once there is confidence in the simulation.

C.B. Allen, ``Multi-Bladed Lifting Rotor Simulation in Hover, Forward Flight, and Ground Effect'', Paper AIAA2004-5288, Proceedings AIAA 22nd Applied Aerodynamics Conference, Rhode Island, August 2004.

Most of the other groups have not been very active yet. They are mostly setting up for big future calculations, on the aeroengine side.

One project is a properly resolved simulation of vertical take off/landing. The interaction of jets with the ground is being simulated at Loughborough using LES. Turbulence plays a role in the problem of jets interacting with the ground, possibly leading to gas going back into the engine (which is bad!).

All this is HPCx work, requiring hundreds of processors

	10
	Stewart Cant, Cambridge
	Parametric work covering flame structure.

Direct numerical simulation of premixed turbulent flames. Stewart Cant. Phil. Trans. R. Soc. Lond. A (1999) 357, 3583-3604.

High-performance computing in computational fluid dynamics: progress and challenges. Stewart Cant Phil. Trans. R. Soc. Lond. A (2002) 360, 1211-1225

Unsteady effects of strain rate and curvature on turbulent premixed flames in an inflow-outflow configuration. N. Chakraborty and Stewart Cant. Combustion and Flame 137 (2004) 129-147.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	a) Cant RS, Dawes WN, Savill AM “Advanced CFD and modelling of accidental explosions” ANNU REV FLUID MECH 36: 97-119 (2004).

b) Coleman GN, Kim J, Spalart PR “Direct numerical simulation of a decelerated wall-bounded turbulent shear flow.” J FLUID MECH 495: 1-18 NOV 25 2003.

c) Hu ZW, Luo XY, Luo KH. “Numerical simulation of particle dispersion in a spatially-developing mixing layer. THEORET COMPUT FLUID DYNAMICS 15(6): 403:420 (2002).

d) Hu ZW, Morfey CL, Sandham ND “Aeroacoustics of wall-bounded turbulent flows.” AIAA J 40 (3): 465:473 MAR 2002.

e) Hu ZW, Morfey CL, Sandham ND “Sound radiation in turbulent channel flows.” J FLUID MECH 475: 269-302 JAN 25 2003.

f) Miliou, A. Sherwin, SG and Graham, JMR. “Fluid dynamic loading on curved riser pipes.” ASME J. of Offshore Mechanics and Arctic Engineering, 125, 176-182 (2003).

K.H.Luo:

g) K.H.Luo, “Seeing the invisible through direct numerical simulation,” CSAR FOCUS, pp. 12-16, Edition 12, Summer-Autumn (2004). ISBN 1470-5893.

h) X. Jiang and K.H.Luo, “Dynamics and structure of transitional buoyant jet diffusion flames with side-wall effects,” Combustion and Flame, 133 (1-2): 29-45 (2003).

i) X. Zhou, K.H.Luo and J.J.R.Williams, “Vortex dynamics in spatio-temporal development of reacting plumes,” Combustion and Flame, 129: 11-29 (2002).

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	AHM publications…ERCIM…peer review publications in progress including JPF

Alan Garny code analysis

Royal Society Publication

Grid Today article”

CBMS 2005 GIMI DTI funded

neurogrid

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	Recent scientific highlights have included:

1. the first lattice QCD calculations with realistic light quark vacuum polarisation included, demonstrating agreement with experiment across the hadron spectrum from light hadrons to the Upsilon.

2. study of the thermal phase transition in QCD in the presence of a small chemical potential, helping elucidate the QCD phase diagram.

3. physics of heavy (charm and bottom) quarks, including masses, decay constants and form factors for D and B mesons.

4. The QCDOC project has successfully provided world-leading computational power for lattice QCD: PA Boyle et al, IBM Journal of Research and Development 49 (2005) 351-365.

Out of a total of 275 publications listed in SPIRES by UKQCD our top 10 publications since 2000 are:

1. HIGH PRECISION LATTICE QCD CONFRONTS EXPERIMENT. By HPQCD Collaboration and UKQCD Collaboration and MILC Collaboration and Fermilab Lattice Collaboration (C.T.H. Davies et al.). FERMILAB-PUB-03-297-T, Apr 2003. 4pp. Published in Phys.Rev.Lett.92:022001,2004 e-Print Archive: hep-lat/0304004

2. THE INDEX THEOREM AND UNIVERSALITY PROPERTIES OF THE LOW-LYING EIGENVALUES OF IMPROVED STAGGERED QUARKS. By HPQCD Collaboration and UKQCD Collaboration (E. Follana et al.). Jun 2004. 4pp. Published in Phys.Rev.Lett.93:241601,2004 e-Print Archive: hep-lat/0406010 

3. FIRST DETERMINATION OF THE STRANGE AND LIGHT QUARK MASSES FROM FULL LATTICE QCD. By HPQCD Collaboration and MILC Collaboration and UKQCD Collaboration (C. Aubin et al.). May 2004. 5pp. Published in Phys.Rev.D70:031504,2004 e-Print Archive: hep-lat/0405022 

4. THE SPECTRUM OF D(S) MESONS FROM LATTICE QCD. By UKQCD Collaboration (A. Dougall et al. ). TRINLAT-03-02, EDINBURGH-2003-10, Jul 2003. 8pp. Published in Phys.Lett.B569:41-44,2003 e-Print Archive: hep-lat/0307001 

5. EFFECTS OF NONPERTURBATIVELY IMPROVED DYNAMICAL FERMIONS IN QCD AT FIXED LATTICE SPACING. By UKQCD Collaboration (C.R. Allton et al. ). DAMTP-2001-15, EDINBURGH-2001-09, LTH-509, OUTP-01-37P, SWAT-307, Jul 2001. 53pp. Published in Phys.Rev.D65:054502,2002 e-Print Archive: hep-lat/0107021 

6. THE QCD THERMAL PHASE TRANSITION IN THE PRESENCE OF A SMALL CHEMICAL POTENTIAL. By C.R. Allton  (Swansea U.  & Queensland U. ), S. Ejiri  (Swansea U. ), S.J. Hands  (Swansea U.  & Santa Barbara, KITP ), O. Kaczmarek  (Bielefeld U. ), F. Karsch  (Santa Barbara, KITP  & Bielefeld U. ), E. Laermann , C. Schmidt  (Bielefeld U. ), L. Scorzato  (Swansea U. ),. SWAT-02-335, NSF-ITP-02-26, BI-TP-2002-06, Apr 2002. 26pp. Published in Phys.Rev.D66:074507,2002 e-Print Archive: hep-lat/0204010 

7. DECAY CONSTANTS OF B AND D MESONS FROM NONPERTURBATIVELY IMPROVED LATTICE QCD. By UKQCD Collaboration (K.C. Bowler et al. ). EDINBURGH-2000-14, IFUP-TH-2000-17, JLAB-THY-00-25, SHEP-00-08, Jul 2000. 26pp. Published in Nucl.Phys.B619:507-537,2001 e-Print Archive: hep-lat/0007020

8. SU(N) GAUGE THEORIES IN FOUR-DIMENSIONS: EXPLORING THE APPROACH TO N = INFINITY. By B. Lucini , M. Teper  (Oxford U. ),. OUTP-01-17-P, Mar 2001. 39pp. Published in JHEP 0106:050,2001 e-Print Archive: hep-lat/0103027 

9. IMPROVED B ---> PI LEPTON NEUTRINO LEPTON FORM-FACTORS FROM THE LATTICE. By UKQCD Collaboration (K.C. Bowler et al. ). EDINBURGH-1999-10, SHEP-99-12, CERN-TH-99-265, CPT-99-P-3885, LAPTH-757-99, JLAB-THY-99-25, Nov 1999. 7pp. Published in Phys.Lett.B486:111-117,2000 e-Print Archive: hep-lat/9911011 

10. QUENCHED QCD WITH O(A) IMPROVEMENT. 1. THE SPECTRUM OF LIGHT HADRONS. By UKQCD Collaboration (K.C. Bowler et al. ). OUTP-99-50P, EDINBURGH-1999-16, DAMTP-1999-138, Oct 1999. 36pp. Published in Phys.Rev.D62:054506,2000 e-Print Archive: hep-lat/991002

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	Articles in Popular Press 

1. Ozone in the Heatwave - by Watts LJ, Lewis AC, Monks PS, Bandy B, NERC Planet Earth Magazine, Winter 2003 edition.

2. Thunderstorms are GO!- by Browning K, Blyth A and P Clark, NERC Planet Earth Magazine, Winter 2004 edition.

3. Food Forecasting - by Challinor A NERC Planet Earth Magazine, Winter 2004 edition. 

	
	Earth Sciences

	15
	David Price , UCL
	We have provided tight constraints of the composition and thermal structure of the core. We have provided insight into the possible mineralogy of the inner core. We have provided robust estimates for the age of the inner core. We have provided the first information on the high temperature seismic properties of lower mantle minerals. We have provided a value for the viscosity of the outer core. We have validated our calculations by comparing results at more modest conditions high P/T experiments. We have predicted a new core-forming phase of FeSi subsequently found experimentally We have investigated the properties of planetary forming ices, such as water ice and ammonia ices, for which even the most basic data such as equations of state are scarce.

We have published many papers on our subject over the past 10 years, but these four Nature papers summarize many of the highlights of our work:

Vočadlo L, Alfè D, Gillan MJ, Wood IG, Brodholt JP, Price, GD (2003) Possible thermal and chemical stabilisation of body-centred- cubic iron in the Earth’s core? Nature, 424: 536-539.

Oganov, AR, Brodholt, JP, Price, GD (2001) The elastic constants of MgSiO3 perovskite at pressures and temperatures of the Earth's mantle. Nature, 411, 934- 937.

Alfe, D, Gillan, MJ and Price, GD (2000) Constraints on the composition of the Earth's core from ab initio calculations, Nature, 405, 172-175.

J. P. Brodholt. Pressure-induced changes in the compression mechanism of aluminous perovskite in the earth's mantle. Nature, 207:620-622, 2000.

Alfè, D., Gillan, MJ., and Price, GD (1999), The Melting curve of Iron at Earth's core pressures from ab initio calculations, Nature, 401, 462-464.

Meeting note: This group is world leading and produces Nature quality work on a regular basis.

	
	Astrophysics

	16
	Carlos Frenk, Durham
	The millennium simulation – there were 10 billion particles in this simulation; 30 years ago it would only have been a few hundred. (note -  this was carried out in Germany, not the UK).

Cosmic web

Science magazine (2003) number one science breakthrough of the year – discovery of dark energy. Involved combining data with analysis of Virgo simulations.

	17
	Andrew King, Leicester
	UKAFF differs from the other consortia as it is a national facility, available to any researcher within the UK studying astrophysical fluids. The facility was formally opened on October 31st, 2000, and has since pioneered the 'observatory mode' of operations, whereby members of any UK institute can apply for time through a peer review process. To date 26 institutions have run codes on UKAFF, representing most UK astronomy groups. Research highlights have included the largest ever simulation of star formation, simulations of chemical evolution in neutron star mergers, studies of the interaction of jets from active galactic nuclei with surrounding material, and studies of planet formation in turbulent protoplanetary discs. As of March 2005, UKAFF has led to approximately 95 published and in-press papers (with a further 10 submitted for publication) and 42 conference proceedings.

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham

	The global turbulence code CENTORI solves a complete system of two-fluid quasi-neutral plasma equations of motion in realistic tokamak geometries. The code is still under development, but one of the important test cases involved a simple magnetic X-point configuration to ensure that Alfven waves are correctly described near such null points. We completed a series of very high resolution MHD runs on HPCx and benchmarked the code successfully against previously known exact solutions of MHD waves. This physics has application to astrophysics and to the “divertor” regions of tokamak experiments.

Nonlinear gyrokinetic simulations of electron temperature gradient driven turbulence in the MAST experiment have been run on HPCx, and these calculations have locally predicted electron heat fluxes that are in the same ballpark as experimental measurements. This work is of great interest to the fusion community.

Publications:

· Electron inertial effects on Alfven Modes at magnetic X points, K G McClements et al, Proceedings of 31st EPS Conference on Plasma Physics, London, ECA 23B, P5.061, 2004.

· Gyrokinetic microstability in spherical tokamacs, N Joiner et al. Proceedings of 31st EPS Conference on Plasma Physics, London, ECA 23G, P4-189, 2004.

And coming up in June 2005:

· Microinstability physics as illuminated by the ST, C M Roach et al, invited talk, 32nd EPS Conference on Plasma Physics, June 2005 + accompanying refereed journal publication. 

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	These are only examples, as the group is quite large and is productive across a wide spectrum of science.

· Elucidation of the mechanism of ultrafast photochemical reactions (Robb) Boggio-Pasqua M, Ravaglia M, Bearpark MJ, Garavelli M, Robb MA “Can diarylethene photochromism be explained by a reaction path alone? A CASSCF study with model MMVB dynamis”, J. Phys. Chem. A 107, (2003), 11139-11152.

· Controlled understanding of the interactions between water and biomolecules (van Mourik) T. van Mourik, “A theoretical study of uracil-(H2O)n, n = 2 to 4.” Phys. Chem. Chem. Phys. 3, 2886 (2001).

· Understanding of reaction mechanism, for example the chemistry of atmospheric molecules on ice surfaces: “Exploration of the Mechanism of the Activation of ClONO2 by HCl in Small Water Clusters Using Electronic Structure Methods.” McNamara, Jonathan P, Tresadern G, Hillier IH Department of Chemistry, University of Manchester, Manchester, UK. J. Phys. Chem. A (2000), 104(17), 4030-4044.

	22
	Earnest Laue, Cambridge (CCPn)

	CCPn is about supporting infrastructure for a large community rather than flagship projects. A lot of work has gone into the infrastructure and making all the code etc. compatible. They are now in a position to think about new, scientifically interesting problems.

They can recalculate structures previously calculated by NMR using a consistent set of protocols and obtain better results. Without the infrastructure set in place by CCPn they couldn’t do this on any reasonable timescale. 

Design of a data model for developing laboratory information management and analysis systems for protein production.  Pajon A, Ionides J, Diprose J, Fillon J, Fogh R, Ashton AW, Berman H, Boucher W, Cygler M, Deleury E, Esnouf R, Janin J, Kim R, Krimm I, Lawson CL, Oeuillet E, Poupon A, Raymond S, Stevens T, van Tilbeurgh H, Westbrook J, Wood P, Ulrich E, Vranken W, Xueli L, Laue E, Stuart DI and Henrick K. Proteins: Structure, Function, and Genetics 2005, 58, 278-84.
 
A framework for scientific data modeling and automated software development.  Fogh RH, Boucher W, Vranken WF, Pajon A, Stevens TJ, Bhat TN, Westbrook J, Ionides JM and Laue ED., Bioinformatics, 2005, 21, 1678-84. 
The CCPN Data Model for NMR Spectroscopy: Development of a Software Pipeline for HTP projects.  Vranken WF, Boucher W, Stevens TJ, Fogh RH, Pajon A, Llinas M, Ulrich E, Markley J, Ionides JM and Laue ED.  Proteins: Structure, Function, and Genetics 2005, 59, 687-96.


6.4 Visual Representation of Results

Please could you provide some visual representation of your research activities, for example short videos or PowerPoint slides - in particular PowerPoint slides which would highlight the major achievements of your work to someone not actively engaged in your research field.
	
	Visual Presentation of Results

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	

	2
	Dan Dundas, QUB (CLUSTER)
	Yes – movies and visualizations are available on request.



	3
	Dan Dundas, QUB (H2MOL)
	 On request.



	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	· Stuart Althorpe has provided a video of chemical reactions:

Plane wave packet study of direct and time-delayed mechanisms in the F + HD reaction.

One strand of Chemreact involves understanding chemical reactions in detail at the quantum mechanical level. What is simple to chemists becomes complex when it is modelled in terms of theoretical physics. Quantum mechanical descriptions of chemical reactions are challenging to compute; a quantum mechanical simulation has to include all possibilities. The electron energies involved are high and the number of quantum mechanical wavefunctions involved grows exponentially as the energy increases. A large amount of memory is needed.

The movie shows the products of the reaction starting at t = 120 fs after an F molecule collides with an H2 molecule at t = 0. The molecules have approached along the x-axis, the F molecule from the right, H2 from the left. Four different possible reaction mechanisms are shown in the simulation. The “petal” appearance after ~ 400fs is a quantum interference effect between the different mechanisms.

	5
	Jonathan Tennyson, UCL
	· Stuart Althorpe has provided a video of chemical reactions:

Plane wave packet study of direct and time-delayed mechanisms in the F + HD reaction.

(See Peter Knowles Chemreact questionnaire for details).

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	1. Water is the solvent in which most of physical, chemical and biological processes occur. An understanding of the nature of the interactions of charged species in solution is essential to explain biomolecule interactions, protein folding or the stability of foams, emulsions and colloidal suspensions. We have reported new results that clarify the origin of one of the most elusive forces in soft matter physics, the "hydration force". Since the early 70's experiments on bilayers, membranes and biomolecules, have shown the existence of a strong repulsive force -the "hydration force"-. The quest for the physical mechanism responsible for the hydration force has been the focus of intense work, debate and controversy in recent years. In our work, we clarify the physical origin of the "hydration force" in ionic Newton Black Films and the precise role played by water.

We have performed large scale computer simulations of realistic models of thin water films coated by ionic surfactants (Newton Black Films). These simulations were performed in the HPCx supercomputer. Our investigations show that water exhibits a strong anomalous dielectric response. Near the surfactants water acquires a very high polarisation that is not consistent with the local relation between water polarisation and the electrostatic field. This effect is responsible for the failure of the Poisson-Boltzmann theory to describe the electrostatics of Newton Black Films. The anomalous dielectric response of water results in a strong electrostatic repulsion between charged species (figure 1), which is the origin of the hydration force in ionic bilayers.

[SEE Questionnaire response for Figure]

References:

1. F. Bresme and J. Faraudo, Computer simulations of Newton Black Films, Langmuir, 20, 5127 (2004).

2. J. Faraudo and F. Bresme, Anomalous dielectric behaviour of water in ionic Newton Black Films, Phys Rev Lett, 92, 236102 (2004).

3. J. Faraudo and F. Bresme, Origin of the short-range strong repulsive force between ionic surfactant layers, Phys. Rev. Lett., 94,077802 (2005).

2.  In the UK, the current pressing problem is the handling of surplus Pu, primarily from reprocessed fuel, with projected amounts of several tens of tons. In the current stock, some Pu decayed into Am, a neutron poison, which makes it unusable in reactors as mixed oxide fuel and is now recognised as waste (the remaining surplus Pu can be reprocessed into the a mixed fuel oxide to be burned in nuclear reactors, but the high cost of this process and the risk of Pu proliferation are often put forward as reasons against reprocessing and in favour of encapsulation). According to the recent Environment Council report, some of the current Pu stocks will be immobilised, as determined by the Nuclear Decommissioning Authority. The report states that “ceramics, rather than glass, waste forms, are the preferred route for Pu immobilisation”. 

The ultimate goal of this project is identification of the best waste forms to be used to immobilize surplus Pu and highly radioactive nuclear waste. An important element of the proposed research is fundamental understanding of what defines resistance to amorphization by radiation damage, which will enable a targeted search for resistant waste forms. The origin of resistance to amorphization by radiation damage is not understood at present and is of general scientific interest. We use molecular dynamics (MD) simulations to get insights into this problem. Due to the need to contain the damage produced by the high-energy recoil, we have to simulate unusually large systems that contain several million atoms. This has become possible thanks to the working DLPOLY 3 MD code, adapted for radiation damage simulations. Shown in Figure 1 is the result of MD simulation of 50 keV U recoil in quartz. The system contained over 5 million atoms, and we used 512 HPCx processors to perform the simulation. 

To the best of our knowledge, this represents the largest system with electrostatic interactions, simulated so far in the MD simulations, setting the current record for the size of atomistic simulations.

 Kostya Trachenko and Martin T Dove (Cambridge) Ilian Todorov and Bill Smith (Daresbury)

[SEE Questionnaire response for Figure]

	7
	Peter Coveney, UCL
	Yes, certainly. The impending Theme Issue entitled “Scientific Grid Computing” to be published in Philosophical Transactions of the Royal Society of London Series A (363, 15 August 2005), P V Coveney (ed.) will be accompanied by a novel online version equipped with animations enhancing many of the papers, a first for the journal.

Relevant PPT files are available on request

	8
	Mark Rodger, Warwick
	To follow



	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	· Powerpoint slides provided.



	10
	Stewart Cant, Cambridge
	· To be emailed.



	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	· Video attached.



	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	· Powerpoint presentation given at Edinburgh e-science 2005 meeting provided



	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	Slide 1

The first slide shows how the inclusion of dynamical quarks (allowing quark-antiquark pairs to be created and annihilated) in our lattice simulations allows agreement with experiment for a range of quantities: decay rates of pions and kaons plus a range of mass-splittings. This was enabled by recent developments allowing us to calculate with much lighter dynamical quarks than before.  It allowed improved determinations of light quark masses, the strong coupling constant and a prediction of the mass of the Bc meson (subsequently verified by experiment). For the future we will be able to calculate many quantities needed to test the Standard Model of particle physics and look for hints of new physics beyond. 

High Precision Lattice QCD Confronts Experiment.
CTH Davies et al, Phys Rev Lett 92 (2004) 022001, e-Print Archive: hep-lat/0304004
Slide 2

The second slide shows a schematic phase diagram of QCD: at high temperatures and densities we expect to see the appearance of a quark-gluon plasma, in contrast to the world of confined quarks and gluons we normally see around us. Lattice calculations today can explore the dashed line on the left marked “crossover” at high temperature, moving out from zero baryon density. This is just the region explored by the Relativistic Heavy Ion Collider (RHIC), and which will be explored by the ALICE experiment at CERN. To investigate the high-baryon-density and low-temperature region will need both more computing power and new algorithms.

The QCD Thermal Phase Transition in the Presence of a Small Chemical Potential.
By CR Allton et al, Phys Rev D66 (2002) 074507, e-Print Archive: hep-lat/0204010
Slide 3

The third slide mentions the QCDOC (QCD on a chip) project, a collaboration of UKQCD with Columbia University, New York and the RIKEN-Brookhaven National Laboratory, New York, to build a supercomputer optimised for lattice QCD simulations. The project included collaboration with IBM for the ASIC (application-specific integrated circuit) design and fabrication. IBM have applied the knowledge they gained to their BlueGene computers. UKQCD installed its own QCDOC machine in Edinburgh at the end of 2004: this is now running and producing ensembles of data for the collaboration.

Overview of the QCDSP and QCDOC Computers.
PA Boyle et al, IBM Journal of Research and Development 49 (2005) 351-365

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	·  To Follow



	
	Earth Sciences

	15
	David Price , UCL
	· Presentation attached



	
	Astrophysics

	16
	Carlos Frenk, Durham
	Software to view the attached files is available at: 

http://www.mpa-garching.mpg.de/galform/press/
· See millennium_sim_1024x768; This movie shows the dark matter distribution in the universe at the present time, based on the Millennium Simulation, the largest N-body simulation carried out thus far (more than 1010 particles). By zooming in on a massive cluster of galaxies, the movie highlights the morphology of the structure on different scales, and the large dynamic range of the simulation (105 per dimension in 3D). The zoom extends from scales of several Gpc down to resolved substructures as small as ~10 kpc.

· Millennium_flythru_fast.avi and millennium_flythru.avi; A 3-dimensional visualization of the Millennium Simulation. The movie shows a journey through the simulated universe. On the way, we visit a rich cluster of galaxies and fly around it. During the two minutes of the movie, we travel a distance for which light would need more than 2.4 billion years.

· Galaxydistribution1.jpg and galaxydistribution2.jpg show the galaxy distribution in the simulation, both on very large scales, and for a rich cluster of galaxies where one can see them individually. Galaxydistribution2 represents the large-scale light distribution in the universe. darkmatterdistribution1,jog and darkmatterdistribution2.jpg give the corresponding dark matter distributions.

· Poster_small.jpg; The poster shows a projected density field for a 15 Mpc/h thick slice of the redshift z=0 output. The overlaid panels zoom in by factors of 4 in each case, enlarging the regions indicated by the white squares. Yardsticks are included as well.

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	 Slides of the introductory presentation provided, plus a simulation.



	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Nothing suitable exists at present.

	22
	Earnest Laue, Cambridge (CCPn)
	· Presentation attached. (CCPN.ppt)




6.5 Prestige Factors

	
	Prestige Factors

	
	
	a) Have you ever been invited to give a keynote address on your HPC based research?
	b) Have you ever been invited to serve on any review panels?
	c) Have any other “prestige factors” arisen from your research?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	Every year invited talks by Ken Taylor are delivered at major international meetings, e.g.

a) 2003 23rd International Conference on Electronic, Atomic and Photonic Collisions, Stockholm, Sweden, July 23-29, 2003.

b) 2004 14th International Conference on Vacuum Ultraviolet Radiation Physics, Cairns, Australia, July 19-23, 2003.

c) 2005 10th International Conference on Multiphoton Processes, Montreal, Canada, October 10-15, 2005.

In fact Invited Talks have been demanded at every triennial ICOMP since 1996, corresponding to us bringing HPC to bear very effectively in the field from 1994 onwards.
	Ken Taylor served on OGC Gateway Review Panels for HPCx and HECToR.


	Ken Taylor was the only foreign participant invited to the Inaugural Meeting of atomic, molecular and optical scientists constructing a scientific programme for the Stanford X-ray Free Electron Laser, scheduled to begin operating in 2008.

Ken Taylor was elected a Member of the Royal Irish Academy in 2005.



	2
	Dan Dundas, QUB (CLUSTER)
	Plenary Lecture at 9th International Conference on Multiphoton Physics, Crete 2002.

Invited lectures at several international conferences.

Invited seminars at several international conferences.
	Sat on EPSRC Light Matter Interactions Focus Group as part of EPSRC’s Forward Look in Atomic Physics 2001.


	I have held Visiting Fellowships at two Max Planck Institutes in Germany.



	3
	Dan Dundas, QUB (H2MOL)
	 
	EPSRC Prioritisation Panel


	High citation numbers

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	Same as for CCP1 - Several members of CCP1 operate research programmes that are recognised at the highest international level, with numerous plenary lecture invitations. Members of CCP1 serve regularly on review panels. There is recognised prestige at both the senior and junior levels; for example, the previous chairman, Mike Robb, was elected FRS in 2000; there are currently five EPSRC ARFs or RS URFs
	
	

	5
	Jonathan Tennyson, UCL
	Jonathan Tennyson and Peter Knowles were invited to a specialist workshop in the US about what they should be doing in HPC in atomic and molecular physics.
	Jonathan Tennyson is on the Physics SAT

In SERC days, he was on Committee X and the Computational Science Committee. He has been on a number of physics prioritisation panels and has chaired one of them.
	An article in Scientific Computing World on the water potential work – this work has resulted in a lot of publicity.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	· List from Richard to follow

Nicholas Harrison spoke about materials modelling at the MRS Autumn meeting in 2004
	Richard Catlow is on the HECToR Science Board and is Chairman of STAC for HPCx.

Nicholas Harrison is on the working groups of CCP3 and CCP9. 
	Richard Catlow has recently been awarded a portfolio partnership. He was invited to an N + N meeting (EPSRC + NSF) to talk about his work with the consortium.

There have been collaborations with NIST in Washington to exploit codes that this group has developed. In fact, many of the codes developed by the consortium are used worldwide, e.g. CASTEP, DL_POLY (silver star on HPCx), crystal. The codes developed by the consortium have resulted in many links with industry.

	7
	Peter Coveney, UCL

	Yes, rather a large number including:

· EuroGrid Conference 2005 (Amsterdam)

· SIAM Conference 2004

· EPCC Annual Seminar 2003

· Tufts University Computational Science Seminar (2003)

· Keck Graduate Institute, Claremont, California (2003)

· CCP5 Annual Summer School (2005)
	P V Coveney is on the Scientific Steering Committee of the Isaac Newton Institute (2005-08) and Chair of the UK’s Collaborative Computational Projects’ Steering Panel (2005-08). He is also a member of the UK’s Open Middleware Infrastructure Institute Steering Committee. He has been invited to sit on several EPSRC & BBSRC review panels, including an NSF panel reviewing proposals for the US National Middleware Institute.
	P V Coveney was the recipient of an HPC Challenge Award at SC03 and of an International Supercomputing Award in 2004 (both for the TeraGyroid Project).

He has been made an Honorary Professor of Computer Science at University College London (2005).

He was the recipient of an American Association of Artificial Intelligence Innovative Applications of Artificial Intelligence Award in 1996.

	8
	Mark Rodger, Warwick


	Keynote talks at e.g. 


· RSC chemistry in the oil industry

· CCP5 annual conference 

· 2002 international gas hydrates conference.
	Advisory panel for hydrate research centre at Heriot Watt.


	

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	Chris Allen gave a keynote address at the CFD conference, which is a big achievement this early in the consortium.


	Brian Richards (associated with the Glasgow group) is reviewing the Daresbury SLA


	Two articles in Capability Computing; 1 introducing the consortium and 1 on Chris Allen’s work.

Scicomp – IBM user group meeting, Edinburgh, Chris Allen’s work.

Prestige factors are important to the consortium as they are keen to continue with the consortium after this project. They want to involve people in this area who make use of supercomputers but don’t necessarily develop the codes themselves. A high profile and a good reputation is therefore important to attract people to the consortium.

	10
	Stewart Cant, Cambridge
	Many ranging from the Numerical Combustion Conference (Florida) in 2000 to the Combustion Workshop at Darmstadt in June 2005, with many in between.
	Stewart Cant has been a member of several EPSRC peer review panels (e.g. new applications for HPC) and is also a member of HSC.
	

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	Neil Sandham had an invited keynote lecture at the 2004 European Turbulence Conference.

Gary Coleman was invited to give a keynote lecture at the Munich Direct/Large-Eddy Simulation Workshop in 2003.

John Williams had an invited paper at the Hydro Science and Engineering Conference, Australia, 2004.

K.H.Luo - “New opportunites and challenges in fire dynamics modelling,” Proc. 4th Intl. Seminar on Fire and Explosion Hazards, pp 39-52, D. Bradley, D. Drysdale and V. Molkov (Eds.), Universities Press, N. Ireland, UK (Invited keynote speech, 2004). ISBN: 1 85923 1861.
	Peer review panels and members of the EPSRC Peer review College.

Neil Sandham is on the project management group for HPCx and the Daresbury Steering Group.


	Gary Coleman was invited to contribute to the Special Technology Session on Direct and Large-Eddy Simulation of Aeronautical Flows at ECCOMAS 2004 in Jyväskylä.

K.H.Luo:

· Recipient of the prestigious Sugden Award in 2000 from the Combustion Institute for research publication related to HPC.

· Recipient of the prestigious Gaydon Prize in 2002 from the Combustion Institute for research publication related to HPC.

· Principle Investigator of the UK Consortium on Computational Combustion for Engineering Applications (COCCFEA)

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	Blanca Rodriguez (Oxford) – presentations on heart modelling

Denis Noble: Presentations given on Integrative Biology and Organ modelling

(See Appendix 1 for a detailed list of papers and presentations) 
	i. Healthgrid 2005 (Sharon Lloyd)

ii. David Gavaghan has been on several review panels.


	1. An award for the website www.integrativebiology.ac.uk
2. New collaborators and interest from US/European groups (a lot of this has been gained as a result of presentations by David Gavaghan).

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	We list only invited plenary talks at the annual International Symposia on Lattice Field Theory, plus talks at the International Conferences on High Energy Physics (ICHEP) or International Symposia on Lepton and Photon Interactions at High Energies (Lepton-Photon).

The Lattice symposia are the premier international conferences on lattice field theory, while the ICHEP and Lepton-Photon meetings are (in alternate years) the premier international gatherings for particle physics (experimental and theoretical).

· RD Kenway, Lattice Field Theory, ICHEP 2000 

· CT Sachrajda, Phenomenology from Lattice QCD, Lepton-Photon 2001 

· S Hands, Lattice Matter, Lattice 2001 

· R Horsley, Calculation of Moments of Structure Functions, Lattice 2002 

· PA Boyle, The QCDOC Project, Lattice 2004 

· AD Kennedy, Algorithms for Lattice QCD with Dynamical Fermions, Lattice 2004

· PEL Rakow, Progress Towards Finding Quark Masses and the QCD Scale from the Lattice, Lattice 2004

· E Follana, Index Theorem and Random Matrix Theory for Improved Staggered Quarks, Lattice 2004

· C Michael, Hadronic Decays, Lattice 2005
	· RD Kenway, C Michael, C Sachrajda (chair), ECFA working panel on Requirements for High Performance Computing for Lattice QCD, 2000. [CERN 2000-002, ECFA/00/2000]

· CT Sachrajda, Chairman of Review Panel of the INFN/DESY Sponsored apeNEXT Project, 1999-2001

· CT Sachrajda, Extended Subcommittee of DESY Council charged with the evaluation of the particle physics programme at the laboratory, 2003

· RD Kenway, International Review of German Helmholtz Programme in Scientific Computing, 2004

· CTH Davies, SCiDAC (DoE)  Review of US Scientific Computing

· CTH Davies, DFG Review Panel for Lattice Hadron Phenomenology

· CT Sachrajda, Member of the Comite d'Evaluation du Laboratoire de Physique Theorique d'Orsay, France, 2005


	· CTH Davies, Royal Society Rosalind Franklin Award, 2005

· The QCDOC computer was a finalist for the Gordon Bell Award, SuperComputing 2004

· PPARC Senior Fellowships to: CTH Davies (2001-04), RD Kenway (2001-04), S Hands (2002-05) and C Michael (2004-07)

· Royal Society University Research Fellowships to: A Hart (2002-07) and B Lucini (2005-10)

· PPARC Advanced Fellowships to: G Bali (2002-07) and G Aarts (2004-09)

· EU Marie Curie Fellowships to: A Yamaguchi (2004-06) and E Gamiz (2004-06)

· JSPS Fellowship to J Noaki (2004-06)

· PhD Thesis prizes: D Walters (Swansea), IoP Computational Physics Group prize, 2003; A Gray (Glasgow), Ogden Prize for Best UK PhD Thesis in Phenomenology, 2004



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	 This is not likely as HPC is not the primary focus. The science is the main driver for NCAS – HPC is just a tool. E.g. Climate models use HPC, which enables or impacts on other work, e.g. crop modelling, that does not use HPC.


	HEC Studentships panel, T&OP.


	Involvement in the Royal Society meeting “food crops in a changing climate” held in April 2005.

UK/Japan workshop on Earth System Modelling.

Climate Change is very high profile at the moment. Some groups are involved in the analysis for the International Panel on Climate Change run by the Met Office.

	
	Earth Sciences

	15
	David Price , UCL
	See appendix 1
	GDP

2005-
Member of the UK Higher Education Funding bodies Research Assessment Panel for Earth Sciences.

2004-
President of the Mineralogical Society of Great Britain and Ireland.

2004- 
Member of the Awards Committee of the Geological Society of London.

2003-
Member of the HECToR Science Board of the EPSRC 

2001- Member of the High Performance Computing Strategy Board of the Research Councils.

2000 -
2003
Member of the HPC(X) Management Board

JPB

2004- Member of EPSRC HECTOR Working Group. 

2004 - Member of NERC High Performance Computing Steering Committee. 

2003- Chair of the Mineral Physics Group of the Mineralogical Society. 

2003 -Member of the NERC Earth Science Peer Review College

2002-03 Member of the NERC Earth Science Peer Review Committee

2002 Member of the Advisory Board of Goldschmidt

2002-03 Member of the Selection Panel for the European Large-Scale Geochemical Facility (UK

LV



NERC Peer Review College
	GDP:

2005
Awarded Fellowship of the American Geophysical Union.

2002
Awarded the Murchison Medal of the Geological Society of London.

2000
Elected Member of the Academia Europaea.

JPB

2002 European Mineralogical Union Medal for Research Excellence

LV



1998 Doornbos Memorial Prize

2004 Max Hey Medal

DA

2002 Awarded Doornbos Memorial Prize for excellence in research

2002 Awarded Philip Leverhulme Prize for outstanding young scientist

2005 Awarded HPC Prize for best machine utilisation (HPCx)



	
	Astrophysics

	16
	Carlos Frenk, Durham
	Keynote address at DEISA


	Many review panels, including HSC, procurement for CSAR.


	There was a lot of publicity around the Millenium Simulation last month, including a section on Newsnight and a cover story in Nature. The press release is attached.

	17
	Andrew King, Leicester
	
	
	

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	Two international conference invited talks on the gyrokinetic work are listed in (2).
	No.
	No.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Several members of CCP1 operate research programmes that are recognised at the highest international level, with numerous plenary lecture invitations. Members of CCP1 serve regularly on review panels. There is recognised prestige at both the senior and junior levels; for example, the previous chairman, Mike Robb, was elected FRS in 2000; Patrick Fowler won the RSC Tilden medal in 2004; there are currently five EPSRC ARFs or RS URFs.
	
	

	22
	Earnest Laue, Cambridge (CCPn)
	Ernest Laue is currently on the BBSRC Tool and Resources Strategy Committee, the MRC panel and the Wellcome Panel.
	
	


6.6 Industry Involvement 

	
	Industry Involvement

	
	
	a) Do any of your research projects involving HPC have any direct links to industry?
	b) Have any of the researchers previously involved in these projects moved into jobs in industry?  

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	No.


	Yes. Dr. Edward Smyth is in the parallel algorithms group at NAG in Oxford. Dr. Laura Moore on graduating took a post in Northern Ireland industry.

	2
	Dan Dundas, QUB (CLUSTER)
	No.


	No.



	3
	Dan Dundas, QUB (H2MOL)
	No.


	Yes. Financial Analyst.

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 
	Chemreact does not have links to industry – the focus is much more academic than for CCP1
	

	5
	Jonathan Tennyson, UCL
	On the computing side rather than HPC there is a startup company selling desktop solutions
	There have been CASE studentships with Daresbury. The student now work on genome or environmental problems (an HPC career rather than Physics). In general researchers don’t tend to move into industry.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	There are links with Unilever, Johnson Matthey, Pilkington Glasses. 
	1 person has moved to Unilever and 1 to Johnson Matthey, but most stay in academia or go into financial service jobs.

	7
	Peter Coveney, UCL

	Yes. I currently have active collaborations with Schlumberger, the Edward Jenner Institute for Vaccine Research and SGI.


	Yes. Examples include:

Dr Peter Love (D-Wav Systems Inc, Vancouver, Canada)

Dr Jean-Pierre Bernard (CEA, France)

Dr Maziar Nekovee (British Telecom, UK)

Dr Tomonori Sakai (Bain & Co, Tokyo, Japan)

See www.chem.ccs.ucl.ac.uk/ccs/members.shtml for details.

	8
	Mark Rodger, Warwick


	Oil industry – ICI, BP exploration, Cabot Speciality Fluids (US), RF Rogaland (Norway).

These are all involved now or have been in the past. They haven’t directly funded work done on HPCx but are interested in the results or initial contact has been made because of these results.
	Some move to industry, some stay in academia. Researchers have moved to AWE Harwell, chip manufacturing in Korea, Managing/designing/building medical databases.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	Yes, since it’s applied aerodynamics!

Involved with BAE systems, Westland Helicopters (use rotor design code developed at Glasgow), Rolls Royce, Fluent (vendors for commercial CFD code)

DARPS (Defence Aerospace Research) project funded as 1 of the EPSRC/DTI/MOD funded projects.

Weapons bay work sponsored by BAE systems
	Yes; people have gone to the Aircraft Research Association, Qinetiq, BAE systems, Airbus and into a variety of small/medium size enterprises in technical posts. Most people from this group go on into industry.

	10
	Stewart Cant, Cambridge
	Industry are not directly interested in the HPC work, but there are lots of links. Shell and Rolls Royce sponsor some work. These companies don’t want to do HPC themselves, but they are interested in the results. The main barrier to the companies using HPC is the throughput – they don’t want to spend large time running calculations, they want a fast solution in-house. 

Rolls Royce perhaps should get involved in HPC, but they don’t want to. However they do have big PC clusters, up to 64 processors. Their codes are parallelised and run well (Stewart Cant has done some parallelisation jobs for them.) 
	Researchers have moved into industry; e.g. to Shell and other oil companies. A high proportion (~ 3:1) stay in academia though. Some go back to their native countries, or software companies in the US, e.g. FLUENT.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	The work is closer to the theoretical end of turbulence than the industrial end. However they do have some support from DSTL. BAE systems and Rolls Royce are also interested in their work.

K.H.Luo; Two current projects are funded by DSTL/MOD and FRS/BRE, respectively.
	Some students go into industry, e.g. Airbus, Formula One, BAE systems. They run simulations for them. Most UK students stay at universities though. 1 student went into industry and then came back. They have a lot of French students as they have good links with universities in France and the French students like the practical UK approach to engineering. These students usually go back to France and go into industry there.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	IBM is a partner on IB

Cancer Modellers have links to Pharma
	James Murphy – Nottingham cancer modelling.



	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	They have links with IBM and the blue gene team. There is a five year project with IBM to build a new computer.
	Some researchers stay in academia, some move into industry. A number of PhD students become PDRAs for a while then move into industry.

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	Very close links with the Met Office. The Met Office couldn’t do their research without NCAS.

There is some involvement in small projects with air quality and urban design people.
	A lot of people are provided to the Met Office. They tend to keep up collaborations with NCAS after moving there.

Some people go to the city, but most stay in academia. Motivation for leaving academia comes from job security not being good in academia and jobs elsewhere being better paid. The sciences in general are subject to funding trends. There is a fashion for meteorological research at the moment because of the current climate change issues, so people are able to stay in academia if they want to.

	
	Earth Sciences

	15
	David Price , UCL
	Yes – Eng Doc project with AGC Japan, links with AWE.
	No

	
	Astrophysics

	16
	Carlos Frenk, Durham
	Not much because they are doing pure science. They have some informal collaborations with computer companies who like to use the consortium’s codes to test the limits of their hardware.
	Most (~90%) stay in academia. Some go to the city, one student went to the Met Office.

	17
	Andrew King, Leicester
	
	

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	No. Fusion is very long term, so no direct industrial interest. There are some areas of overlap but nothing direct. 
	Not yet.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	There are some applications-led collaborations with industry. On the methodology side, CCP1 members lead or contribute to 7 different quantum chemistry software packages (GAMESS-UK, MOLPRO, Q-Chem, Gaussian, DALTON, CADPAC) which in some cases are operated commercially or semi-commercially. There are strong collaborative links between HPC vendors and these codes. The Daresbury group has been part of an EU funded collaboration (“Quasi”) between computational chemists and European chemical industry partners.

Deployment of improved capability in computational resources will allow improvements in accuracy through more sophisticated QM models and more realistically sized QM regions in QM/MM calculations. There will also be a need for significantly increased computational capacity, for the application of such simulations to rational drug design where large numbers of target molecules need to be explored.  The rational drug design problem in particular represents a link to the pharmaceutical industry that will increase in importance. Already the UK community is well positioned through collaborations, and through the distribution of key software to industry.  At present, most industrial HEC is done with commodity clusters; however, software for a future generation of commodity hardware will have to be developed and tuned today on an advanced machine.” 
	Meeting Notes

1. Many PhD students from Ian Hillier’s group have moved into industry.

2. See scientific case for HECToR for future pharmaceutical applications.



	22
	Earnest Laue, Cambridge (CCPn)
	CCPn has some industry support. Collaborations with industry arise from the structural biology research.
	CCPn is too new to say! From past experience, computational students tend to go into biotech companies or software development.


6.7 Comparison/links between the UK and other countries

	
	Comparison/Links Between the UK and Other Countries

	
	
	a)  Who are the leaders in your research field in other countries?
	b)  Do they have better computational facilities than are available in the UK? Please give details of how their facilities compare and your views on how this correlates with the scientific impact of their research.

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	Most of the leadership in other countries in the field of intense laser matter interactions is provided by experimentalists. E.g.

Professor L. F. DiMauro, USA; Professor P. Corkum, Canada

Professor J. Ullrich, Germany; Professor F. Krausz, Germany

Professor M. Murnane, USA.; Professor P. Bucksbaum, USA

Theoretical leadership outside the UK largely centres around the development of simple ad hoc and post hoc models that are usually of a building-block nature. Theoretical leadership outside the UK that fully appreciates the importance of HPC in this field is provided by

Professor C. J. Joachain, Belgium

Dr. L. A. Collings, USA

Professor P. L. Lambropoulos, Greece

Professor A. F. Starace, USA

Meeting note: Other countries do not have a good investment in code development. The UK has gained credibility with experimentalists because groups are able to make predictions which can then be experimentally verified rather than merely reproducing experimental results.
	The UK, based on a heritage going back more than 40 years, has a substantial lead in serious computational methods developed and applied in major computer codes in the area of atomic, molecular and optical physics in general and now in the field of intense laser interactions with matter in particular. Thus although comparable, and in some cases better, computational facilities exist in other countries, it is principally their groups’ lack of investment in methods and codes that makes it very difficult for them to compete with us at present. On the other hand we need the manpower over substantial periods (≥ 3 years) to develop methods and codes as well as the manpower to exploit such codes. With our current manpower shortage we run the serious risk of our UK-developed codes being exploited elsewhere and not here!



	2
	Dan Dundas, QUB (CLUSTER)
	Theory:

Professor J-M Rost, MPIPKS, Dresden, Germany.

Professor R Schmidt, TU Dresden, Germany.

Experiment:

Professor T Ditmire, University of Texas at Austin USA.

Professor T Moeller, HASYLAB, Hamburg, Germany.

Professor J Ullrich, MPIK, Heidelberg, Germany.

Professor F Krausz, MPIQO, Munich, Germany.
	No. Lack of investment on developing large-scale codes has resulted in the use of less sophisticated theoretical and computational approaches.



	3
	Dan Dundas, QUB (H2MOL)
	The field is highly active with at least 30 groups across the world. The leading labs are in Vienna (Austria), Boulder (Colorado, US), Ottawa (Canada), Munich (Germany), College Station (Texas, US), RAL (UK), ICSTM (UK)
	The elite UK facilities are among the best internationally

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	As for CCP1: Far too numerous to catalogue all these! 
	The anecdotal feeling is that the leading groups in Japan (e.g. Tokyo University) have overwhelmingly larger facilities than others; at the medium/commodity scale, it is difficult to compare; at the high end HPCx and CSAR feel competitive but perhaps not as strong as facilities available to US or German colleagues. Some members of CCP1 feel strongly that the important resource is the mid-range provision; some others do work that would not have an impact if the high-end machine were not available or were not internationally competitive.

	5
	Jonathan Tennyson, UCL
	The UK is very strong because of the high degree of networking e.g. CCPs, consortia. Other countries are envious of this. It allows us to deliver more than the hardware capability alone would.
	On a local scale the US have better computers than the UK



	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	HPCx is a world leading facility, which keeps the UK competitive with the US, Germany and Japan.

The new work coming out of Spain has future potential, but is not competitive with the UK yet.

The UK is stronger than other countries on the coordinated  development of codes, e.g. the CCPs.

CASTEP and other codes are used internationally, so international groups are doing similar work in similar areas. It is annoying if they can do things with these codes that you can’t because their machines can cope.

The UK is at least competitive in most areas and world leading in some
	The gap in mid-range facilities in the UK is filled in better elsewhere. There aren’t enough mid-range facilities in the UK, particularly for the smaller groups. Since JREI was replaced by SRIF it has been difficult to get funding for mid-range facilities. Things have started to improve, but it is still patchy.

The US access mechanism is totally different to the UK access mechanism. The US set up grand challenges and provide large amounts of resources to address big problems – thematic approach. The UK has a greater range of science.



	7
	Peter Coveney, UCL

	In large scale biological molecular simulation – Klaus Schulten (USA)

In mesoscale modelling and simulation—Bruce Boghosian (USA)

In large scale materials simulation – Farid Abraham (USA)
	In the USA, facilities are prima facie better in that there are more of these and they are larger than those available in the UK. The Panel may have noted that Prof Coveney currently enjoys extensive access to the US TeraGrid, including its compute engines at SDSC, NCSA and PSC. To run the largest set of lattice-Boltzmann simulations within the TeraGyroid project, we made use of both UK HPC and US TeraGrid resources. Only LeMieux at PSC could accommodate the biggest (billion site) models.

There are serious limitations to the way in which HPC resources are allocated in the USA. One is obliged to bid for resources on an annual basis under the PACI and NRAC schemes, itself a time consuming undertaking. This mechanism is highly inefficient as there are frequently wrangles with reviewers before the full or a reasonable allocation is made, cutting into the time available for utilisation of the allocation itself; moreover, these resource requests are independent of provision of funds for staff who would use these resources. As a result, it is not unusual for someone to be given a substantial CPU allocation but not the personpower to utilise it and vice versa to have the people but not the cycles. In the UK, the model is much better: one bids for a project in toto, including the people and the cycles and if funded, has everything one needs for the duration of the project (typically three-four years).

Coveney is an applications partner in the DEISA EU 6th Framework project (Distributed European Infrastructure for Scientific Applications) although this has only just started to invite use of its facilities, for which we have entered a request that is as yet awaiting a response.

	8
	Mark Rodger, Warwick


	Main computational competitors are the US. They have better facilities (e.g. Peter Cummings – Oak Ridge has multi parallel machines available when he wants!)


	Mark Rodgers has good facilities but they are limited in comparison to the US. US can therefore make a bigger impact more quickly. He feels that he has to design the problem to fit the resources – because turnaround time isn’t as fast as in the US, he has to submit smaller problems which can be tackled. He might want to address bigger problems if he could. 

Throughput time is the major limitation in the UK – causes researchers to think smaller.

Europe is about equal with the UK.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	US (but there’s also a big investment in aerospace industries from France and Germany stemming from profits generated by Airbus.)

NB Airbus aren’t involved in this project but have contacted the consortium and expressed an interest in future involvement. Airbus UK are keen to support this area of research.

France and Germany – DLR, ONERA.

DLR and ONERA have invested in CFD codes and windtunnels. The UK is less good on windtunnels – they’re not on the same scale and the instrumentation isn’t as good.

NASA makes an equivalent contribution in the US to the contribution of DLR and ONERA in France and Germany. They invest in windtunnels, instrumentation, flight tests. There is a large active academic community. The Department of Defence has good computing facilities. The US Airforce Academy has “access to unlimited computing facilities” allowing them to do very large simulations.
	The UK is equivalent to France and Germany for computational facilities, but not as good as the US (particularly government organisations).

e.g. for the weapons based work this group need more time. Their allocated time is used up on 1 or 2 simulations whereas US groups can run more. Europe needs to get together to compete with the US.



	10
	Stewart Cant, Cambridge
	The US are the main leaders. N.B. the Earth Simulator is very good, but the results are not that useful for extracting statistics and applying to engineering. The US not only do large calculations but also extract information and process it in a useful way. E.g. Sandia have just got huge amounts of time on DoE machines.
	The US system works on getting large chunks of time rather than continuous access. They have to share a system like the UK does, but the US national lab is ahead in terms of time; there isn’t much advantage over the UK in terms of everyday calculations but they can do occasional large spectacular calculations. There are no technical advantages to US computers, time is the main issue. The US have a lack of people to interpret the results.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	The UK is about equal with other countries. The Japanese are potential competition. They haven’t yet done the same calculations on the earth Simulator, but they do have the codes to do it. Not many US groups have produced large calculations in the field – they have been steered into other areas. NASA are less well funded for basic research than they used to be so have dropped out of the picture.
	The flagship computers in the UK are better than in The US, but the US have more computers based in universities. Therefore in practice they get more resources.

Gary Coleman moved to the UK from the states 6 years ago and didn’t feel like the UK facilities were worse. In the States he used facilities in San Diego and Arizona. National centres in the US are tough to get into, but users get all they need once they are in.

The mechanism for getting staff at the same time as computing time needs to be better – sometimes it’s hard to match students with resources. The US approach is more coherent. For their consortia, each group is given money every year for recruiting people and buying resources. This is funded by the DOE.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	Technology – Biomedical Informatics Research Network (BIRN) (US project)

Heart modelling – Peter Hunter, Auckland and various US collaborators.

Extensive heart modelling in Japan and Europe.


	“Yes – US has extensive facilities – Teragrid – computational power superior, network bandwidth superior but may be addressed by UKLight (IB aims to utilise)…ECCE – more data storage and software infrastructure?”

· But, it’s difficult to get the benefit from the facilities if you’re outside the main network in the US. There’s a superfast network between 3 or 4 universities, but what about the rest?

· This is a bit of a problem in the UK, but not as much. Connectivity between the universities is not always enough.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	UKQCD has made the UK a leading world player in this area of particle physics and is noteworthy for its long-term cohesion and high productivity, especially in relation to the HPC resources at its disposal. Many of UKQCD’s highly-cited papers concern conceptual advances arising from a fruitful interaction between computation and theory, which cannot be maintained without adequate HPC support. UKQCD's leadership would falter without such support.

Most leading researchers are found in Western Europe, the USA and Japan. There are established lattice QCD collaborations around the world, notably in Japan (JLQCD and CPPACS), the USA (MILC, RBC, Fermilab, HPQCD), Germany (ALPHA, QCDSF) and Italy (APE, SPQcdR). In recent years increasing international collaboration has led to papers being published bearing the banners of several collaborations.

Recently an umbrella USQCD organisation has grown up in USA, driven by the SCiDAC software initiative and a need to coordinate (and tension) applications to procure and use new facilities.

We collaborate with many of the leading researchers outside the UK, both for lattice QCD itself and for wider particle physics interests.

Leading lattice field theory researchers outside the UK include (rather a long and not totally objective list):

Adelaide: Thomas, Leinweber; Amsterdam: Smit

Arizona: Toussaint; Bern: Hasenfratz P, Niedermayer

Bielefeld: Karsch, Laermann; Boston U: Brower

CERN Geneva: L"uscher; CMU: Morningstar

Colorado: DeGrand, Hasenfratz A; Cornell: Lepage

DESY Germany: Frezzotti, Jansen, Montvay, Sommer, Wittig Fermilab USA: Kronfeld, Mackenzie

Graz: Lang; Illinois: El Khadra, Kogut

Indiana: Gottlieb; Jefferson Lab Virginia: Edwards

Kyoto: Onogi; Leiden: van Baal

Los Alamos: Gupta; Marseilles: Giusti, Lellouch

Munich: Weisz; Ohio State: Shigemitsu

Orsay: Becirevic; NIC Zeuthen Germany: Schierholz

RIKEN Brookhaven Columbia (RBC) Collaboration: Blum, Christ, Creutz, Dawson, Izubuchi, Mawhinney, Ohta, Orginos, Sasaki, Soni Rome 1: Martinelli, Rossi, Testa, Villadoro Rome 2: Petronzio Rome 3: Lubicz

Rutgers: Neuberger; San Diego: Kuti

San Francisco State: Goltermann; Syracuse: Catterall

Tel Aviv: Shamir; Trinity College Dublin: Peardon, Ryan

Tsukuba: Aoki, Hashimoto, Kuramashi, Ukawa, Yoshie U Washington Seattle: Sharpe; Utah: DeTar

Washington U St Louis: Bernard

Of course, the number of people attracting most attention at any one time is smaller. The list spans a range from those coordinating and developing software, through algorithm development, lattice field theory techniques, development of new methods to evaluate physics quantities of interest and on to physics (phenomenological) output.
	Over the last 5 years other countries have had access to significantly more computational power than UKQCD. With the advent of the QCDOC, UKQCD has a world-leading facility for the first time (though there are two more QCDOC machines in the USA). This will remain true only for a short time-window.

Historically, the UKQCD's scientific impact has been high. We have suffered somewhat from the lack of our own large HPC resource between the closure of the Edinburgh T3E service for PPARC in October 2002 and the startup of QCDOC at the end of 2004.

In 1996, the award of a JIF grant allowed UKQCD to collaborate in the design and development of the special-purpose QCDOC computer, whose technology fed into IBM’s Blue Gene, currently the fastest computer in the world.

Following PPARC’s lead in supporting the QCDOC project, the Japanese RIKEN and the US DOE have invested in comparable QCDOC machines. UKQCD is collaborating with the DOE’s SciDAC (Scientific Discovery through Advanced Computing) initiative to define and implement software standards for lattice QCD. SciDAC is also pushing a strategy for hardware provision using both QCDOC-like solutions and commodity clusters. Japan has recently confirmed funding for PACS-CS, a follow-on to their former world-leading CP-PACS project, which should surpass the QCDOC scale of resource.

Members of UKQCD have acquired specialised knowledge of advanced computing systems, including ASIC design and commodity component architectures. UKQCD researchers have also developed and exploited Grid technologies with the aid of PPARC support. Thus, UKQCD is positioned to join or lead initiatives in the design of further specialised HPC hardware that could be amongst the first to achieve petascale performance.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	The Hadley Centre (climate part of the Met Office) means that the UK is well up in the field. NCAS is internationally leading. NCAS received extremely high grades in the Science and Management Audit report last year.
	

	
	Earth Sciences

	15
	David Price , UCL
	Ron Cohen USA

Lars Stixrude USA

Renata Wentzcovitch USA
	No – we think UK is better placed for HPC in our field.

Meeting notes: 

a) The UK can do things that other countries can’t because they haven’t got the CPU to do quantum molecular dynamics like the UK can. (Lawrence Livermore do some QMD but for defence issues).

b) The US supercomputing centres have fantastic machines when they are set up, but the machines are not refreshed at the same rate.

c) Japan are not competitive in this field, although it is in climate modelling because of the Earth Simulator.

d) There is concern about what will happen when HECToR starts – will codes with different characteristics be able to run quickly on the chosen platform?

	
	Astrophysics

	16
	Carlos Frenk, Durham
	Developments in this field up to about 1980 mainly took place in the UK, but the focus shifted to the US in the 1990s, when they had better support for HPC. When the UK Grand Challenge Programme started in 1995, the UK began to catch up. The Hubble Volume simulation carried out in 1999 included 1 billion particles. It took the Americans another 5 years to get to this size. 

Apart from the UK, the Max Planck Institute in Germany and Princeton, Seattle, San Diego, Harvard in the US are the leaders in the field. (N.B. Virgo works with Max Planck). There are also strong groups in Japan, Italy and Paris. Work at Shanghai in China is quickly taking off – they expect them to become major players in the next 5 years. The UK has a tradition of big institutions that the Chinese don’t have yet. They have a lot of money to put into HPC in this area and many talented people, but they are not completely set up yet - they are targeting very specific areas. The UK has a good infrastructure, which is one of its strengths. We have a more developed and broader community.
	Yes! They have better facilities and therefore can make a bigger impact.

HPCx is good, but not accessible to this group as it is very expensive. They have a collaboration with the Germans which allows them to carry out the big calculations with major results. The millennium simulation was done in Germany because access to the machine was faster and easier. HPCx is too expensive! The UK provides the intellectual expertise for this and the manpower (PDRAs) and the Germans allow access to the machine. The access is not as bureaucratic because of their link with Simon White, the director at the Max Planck – if he moves they will have problems.



	17
	Andrew King, Leicester
	
	

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	Gyrokinetics is led mainly by US scientists, R Waltz and J Candy (GA), W Dorland (Maryland), S C Cowley (UCLA and Imperial College), Z Lin (UC Irvine). (We are collaborating with W Dorland and S C Cowley, and are using GS2 – a world leading gyrokinetic code.) For global plasma turbulence calculations, B Scott and F Jenko (both Garching) use global kinetic codes, as does Idomura (Japan), and X Garbet (Cadarache) uses a global fluid code.

Meeting note: China are up and coming in turbulence. New experiments are being built, so they may be big in the field soon.
	Generally, in the US they have easier acces to a wider range of HPC facilities. Some, but not all, of these are more powerful than HPCx. It appears that they have faster and easier procedures for accessing their facilities, though it is our experience that some of these facilities are heavily used, leading to a slower job turnaround on busy machines. This certainly impacts favourably on the scientific impact of American scientists.



	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Far too numerous to catalogue all these!


	The anecdotal feeling is that the leading groups in Japan (e.g. Tokyo University) have overwhelmingly larger facilities than others; at the medium/commodity scale, it is difficult to compare; at the high end HPCx and CSAR feel competitive but perhaps not as strong as facilities available to US or German colleagues. Some members of CCP1 feel strongly that the important resource is the mid-range provision; some others do work that would not have an impact if the high-end machine were not available or were not internationally competitive.

	20
	James Annett, Bristol (CCP9
	The US are the leaders. They have had a tremendous amount of investment in HPC over the years.
	

	22
	Earnest Laue, Cambridge (CCPn)
	CCPn has lots of links with Europe and is looking to integrate more in the future rather than compete. Their aim would be to use standard programs to check results between groups.
	


Statistics

6.8 Computational Aspects of Your Research

	
	Computational Aspects of Your Research  I.

	
	
	(a) Approximately how much time on HPCx or CSAR do your current research projects use or require?
	(d) Do you find that access to these services is readily available, or are there time delays in getting access?
	(e) Do the current services meet your needs, or are there any limitations other than access time? If so, what are they?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	The HELIUM code currently requires approximately 1000 wall-clock hours on all available processors (1275) of HPCx per year. HELIUM uses 3 or 4% of what’s available on HPCx or CSAR machines (≡ a couple of weeks per year continuous running.

Meeting notes: 

a) A better question might have been “what fraction of the HPCx service does your project need to make a scientific impact?

b) HELIUM is in the top 3 codes using the most cycles on HPCx. The will use ~ twice as much this year as last year. The code is at the point where they have interesting, potentially high impact science to investigate.
	We find access to both CSAR and HPCx generally very satisfactory.


	Our computational capability demands are always growing. Thus we have HELIUM jobs using almost all the user available processors on HPCx, and we have identified work where both the increased memory and processing power available through HECToR will be essential.



	2
	Dan Dundas, QUB (CLUSTER)
	Minimum job size on HPCx uses 100 processors and requires about 4,000 hours per year.

A typical calculation on HPCx uses 512 processors and requires 500 hours per year.

Larger calculations are planned when development work is completed. These calculations will use 800 processors on HPCx and require 1000 hours per year.
	Access is generally excellent.


	Memory requirements are always an issue. Planned calculations are envisaged which have memory requirements greater than currently provided.

The lack of a visualisation facility on HPCx can cause delays in shipping large data sets (typically several gigabytes) either to local facilities or to CSAR.

Lack of standard numerical libraries such as NAG on HPCx.

Meeting comment: Visualisation is important both for interpretation of data and also for publicity.

	3
	Dan Dundas, QUB (H2MOL)
	Minimum job size on HPCx uses 512 processors and requires about 2000 hours per year.

A typical calculation on HPCx uses 1000 processors and requires 1000 hours per year.

These are considered small calculations for the problem under investigation.
	Access is generally excellent
	Memory and processing power. Planned calculations are envisaged which have memory requirements of 4-6 TBytes.



	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	The Chemreact consortium has an allocation of 8M AUs over 3 years, and could be considered to be around 40% weighted to CCP1-like activity.
	Sometimes turnaround on HPCx is a problem, but this probably arises from the fact that it is difficult to get our codes scaling to hundreds of processors, and therefore our jobs are not big enough to be favoured by the scheduler.
	HPCx is under-resourced in terms of memory. The memory available per processor at the user code level is only about 2/3 of a GByte. This is significantly less than the typical mid-range machine, and this presents problems in porting codes: in principle, in some cases, the algorithm should be redesigned to accommodate the smaller(!) flagship facility. In other cases, calculations which are possible on mid-range machines (although lengthy) do not fit at all into the flagship machine.

	5
	Jonathan Tennyson, UCL
	No use of CSAR, just HPCx.

e.g. H3+ dissociation project – 1 million hours HPCx this year.
	Jonathan has only applied to HPCx once. He applied during the procurement time and found it OK, but it was hard to estimate the technicalities when he didn’t know exactly what the machine was going to be like.
	The queues are bad.

Originally HPCx was too memory poor per processor. It is better now that it has been upgraded. Chemreact and Jonathan’s work has only really taken off with the new upgrade.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	2M CPU hours a year. They mainly use HPCx. 


	Have to wait about 36 hours for a job to start, which is acceptable, but it would be nice if it was faster. N.B. Fast access is important when carrying out code development.
	Memory per processor is a big limitation at the moment, particularly on HPCx.

The 12 hour limit is also a problem – 1 cycle of CASTEP won’t run within 12 hours at the moment! CASTEP is optimised for HPCx, but can’t be run as it takes longer than the queue allows.

	7
	Peter Coveney, UCL
	Around 300,000 CPU hours per annum on HPCx & CSAR.
	
	

	8
	Mark Rodger, Warwick


	In the last couple of years ~ 100,000 node hours which is relatively modest. This is partly because of the need for people who can make use of the facilities. It’s difficult to train students to use HPCx, and if they are not computationally competent it will be a waste of resources.
	Easy access through the Richard Catlow materials consortium. The consortium works well and promotes good science. Large amounts of resources are allocated to the consortium so resources are readily available. The consortium allows well chosen problems to be targeted, but there isn’t that much freedom to be experimental.
	The limitations arise from the science rather than the computation currently. Better algorithms are needed to get past the timescale limitations. Memory, disk space etc. is not really an issue.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	All HPCx, no CSAR. Awarded 5.7 million AUs over three years divided between 7 themes which include:

Helicopters (Bristol, Glasgow, Manchester, Sheffield), fixed wing aircrafts (Glasgow, Bristol), harrier (Loughborough and Cambridge), engine simulation (Imperial), internal flows (Surrey). 

Note that the first two projects used up their entire allocation in 6 months and would really like to do more! A follow on proposal is being prepared by Chris Allen for 9 million AU s
	A better peer review mechanism is needed. The consortium proposal had to be resubmitted because of 1 very critical referees report so the application process took a whole year. Referees and panels don’t always fully understand HPC and don’t read the guidelines for refereeing HPC proposals therefore make uninformed critical comments. Should there be a panel just for allocating HPC time?
	Time is the only real issue at the moment, but licences for commercial software have been a problem in the past which may come up again in the future.

Who pays for access to commercial CFD codes? One group could pay for a licence and use the code on HPCx, but other groups who don’t have a licence may also want to use it on HPCx – who is responsible for it? Companies would want all the groups to pay for a licence.

If non specialist CFD code developers become part of the consortium, a commercial code, probably Fluent, will be needed.

	10
	Stewart Cant, Cambridge
	Recently HPCx has been used as the main code (SENGA) that they use is well suited to the HPCx architecture. It doesn’t need the shared memory allocation of CSAR. Not much time has been used – they don’t need to run massive calculations often. 
	In comparison to using HPCf, access to national services is painful because of the bureaucracy of peer review. The management of the facilities themselves is fine. In contrast, there are no barriers to using HPCf. Queuing (on HPCf as well as HPCx) is bad. It takes a long time to get a job through, so it’s only worth using these systems for really big jobs. The smaller scale jobs give confidence in the codes – the codes then scale up fairly easily.
	The queues are a problem. HPCx isn’t as bad as CSAR was in its early days.



	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	The turbulence consortium had lots of resources under direct management at first. Over the past few years, there has been a collection of projects with associated HPC resources. The consortium itself has limited resources for porting codes etc. For the consortium renewal they are resorting back to the old model.
	Better than it used to be, but it is a nuisance getting a big group of universities to agree to everything in a document under the consortium model. Sending the proposal to computer centres before being able to put a bid in causes delays.
	

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	a) “None – currently migrating but expected to be thousands of CPU hours.”

b) Only the Auckland code is on HPCx scale at the moment, but other codes are being scaled.
	Haven’t been through the process, so can’t comment.


	More flexible allocation of user hours over the period of the grant would be useful. Difficult to use all the time at the beginning of the grant when still trying to get the project up and running.

A more flexible environment for new users would be good – if they didn’t use all their hours they could carry them over.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	None. 
	
	Not big enough and too slow! They need a more capable machine with lots of memory.

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	This is difficult to answer because NCAS are a centre on a rolling programme with five year funding. It also depends on how rich NERC are at a given time – the management of computer time is different from EPSRC management; NERC make available all they can afford and Lois Steenman-Clark manages the time for NCAS.

~ £1 – 1.3 M is spent on average each year. n.b. CSAR is more expensive than HPCx. Last year, of ~£1.1 M spent in total only £28 K was on HPCx. CSAR is used more than HPCx.

The extent of use of HPCx varies, but it will never be dominant. The nature of the machine is not right for development/underpinning science. The HPCx queuing system is also bad for the types of models that they run, that tend to reside in the machine for months.

They also use the Earth Simulator and machines in Paris and Hamburg, which are free and they don’t need to apply for.
	Delays are not an issue – the access problems are due to not having enough funding.


	NERC don’t get as much of a say in the current services because they’re junior partners to EPSRC, so they often end up compromising. The profile of job size versus time is different for EPSRC and NERC users. EPSRC places more emphasis on getting large jobs through quickly, whereas NERC runs more medium size jobs which take longer to run. The queuing system is not well geared to the NERC approach.

The current services could meet their needs if they weren’t bound by contracts. For example HPCx have been able to be flexible in order to help with problems caused by queuing issues mentioned above that arise from the nature of the models. CSAR find it difficult to be as accommodating because of the nature of the contract. Users therefore instead accommodate their work to what CSAR can do. More flexibility is needed.

	
	Earth Sciences

	15
	David Price , UCL
	We expect to use in excess of 30K CSAR tokens and 1.5 million AUs of HPCX

Meeting note: Traditionally, CSAR has been used, but they’re now getting up to speed on HPCx. They are looking at the same sorts of problems on HPCx as they were on CSAR, but more problems are approachable on HPCx, e.g. QMD. There’s a lot more they’d like to do if they had more time.
	We get access to the national facilities through NERCs Mineral Physics Consortium (led by John Brodholt and David Price)


	We can always use more but we feel that we are better placed than our competitors.

Meeting notes:  

1. Memory is limited on HPCx. 1 Gbyte/processor is not enough, it should be at least a few gigabytes.

2. They use some codes that are latency limited. These run better on the Altix architecture than on HPCx because of the internode communication. (N.B. This is less of a problem with phase 2 of HPCx, but the code still runs better on The Altix.)

3. More dedicated coders are needed to optimise codes for HPCx. However, this needs to be done within the group rather than at the facilities – otherwise it doesn’t get done.

4. Larger consortia (although not this one) have admin problems keeping track of codes/users over the whole consortium.

	
	Astrophysics

	16
	Carlos Frenk, Durham
	None. CSAR tried to persuade VIRGO to run, but they decided that it is cost in-effective. It is 5x as much per computing unit as the cosmology machine. CSAR is not unique enough for them to bother with. HPCx is more likely. It is still too expensive, but they could use it if they had unlimited funding.
	
	No – too expensive, not powerful enough.

	17
	Andrew King, Leicester
	None.
	
	No – too expensive, not powerful or flexible enough

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	Our existing HPCx grant allocation is for 350,000AUs, of which 200,000 Aus remain. While this is sufficient for our immediate demands, we anticipate that our demand will grow significantly in the future, as we acquire more experience with these calculations
	We have found that the setting up of the HPCx grant is very slow (this took one year in our case), and that estimating the required resource to cover the time frame of the grant is difficult. We would appreciate it if this could be faster and more flexible, but understand that this may be hard to arrange on a central shared facility. Day-to-day access (i.e. logging-in) to HPCx is satisfactory.
	HPCx largely meets our needs, though we would appreciate having easier access to central facilities (and support) to perform very long runs that exploit smaller numbers of processors (32 say), to complement our local clusters. Being a shared resource for capability computing it is understandable that the maximum run time is 12 hours, but this does significantly degrade the turnaround time. The lack of onboard visualisation capability forces us to download very large files for post-processing on our local machines.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	CCP1 members are involved in several HPCx/CSAR projects but are not the only researchers in these consortia, so it is difficult to give an exact number. As an example, the Chemreact consortium has an allocation of 8M AUs over 3 years, and could be considered to be around 40% weighted to CCP1-like activity.
	
	HPCx is under-resourced in terms of memory. The memory available per processor at the user code level is only about 2/3 of a GByte. This is significantly less than the typical mid-range machine, and this presents problems in porting codes: in principle, in some cases, the algorithm should be redesigned to accommodate the smaller(!) flagship facility. In other cases, calculations which are possible on mid-range machines (although lengthy) do not fit at all into the flagship machine.

Sometimes turnaround on HPCx is a problem, but this probably arises from the fact that it is difficult to get our codes scaling to hundreds of processors, and therefore our jobs are not big enough to be favoured by the scheduler.

	20
	James Annett, Bristol (CCP9)

	
	It is difficult for people outside consortia to get time on HPC facilities. (They do acknowledge that the reasoning behind this is that it is an inefficient use of HPC time for small groups with limited HPC use to spend large amounts of time developing code which may only be used on a short term basis to solve one problem.)
	We discussed whether the community would like a machine focused on condensed matter rather than sharing large scale general facilities. They answered that condensed matter is so broad that the codes have different requirements. Therefore, although it would be great to have access to a range of machines with different capabilities, these wouldn’t necessarily be just for condensed matter.

More capacity resources are needed as well as the national facilities to get research done. Perhaps provide more capacity machines shared between a few universities rather than at each university. A lot of maintenance would needed for all these machines though.


	
	Computational Aspects of Your Research  II.

	
	(b) Do you make use of any departmental or university HPC service, and if so for how much time? If so, what is this service, how is it funded and how much of it do you typically use?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	Work associated with HELIUM (but not the actual running of HELIUM) typically uses 20% of a Hewlett-Packard 32 processor Beowulf system. This system has been partly funded by the university and partly by EPSRC.

	2
	Dan Dundas, QUB (CLUSTER)
	The scale of the problems investigated is such that local facilities (EPSRC part-funded Beowulf cluster system) are only used for initial small-scale development work.

	3
	Dan Dundas, QUB (H2MOL)
	Workstation cluster (EPSRC funded) is used occasionally – but HPC is necessary for quality research.



	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	Most groups have access to local mid-range facilities, funded typically by JREI or SRIF. Cardiff chemistry has a cluster shared between four departments, of which chemistry use 90%.

	5
	Jonathan Tennyson, UCL
	Extensive use is made of the local facilities. They have a range of machines and run appropriate problems on each.

The group has a 32 processor machine – sunfire system – which is easy to use and good for code development even if it can’t solve the big problems. They have an extensive desktop service.

There are currently SRIF funds available to upgrade local computing – procurement is taking place at the moment. There is also the possibility of purchasing a 500 processor machine with SRIF3 funding.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	There will be a HPC facility at UCL in a year.



	7
	Peter Coveney, UCL

	Yes; I have various machines in my group including a 16 processor dual pipe SGI Onyx2 and a CPU/GPU cluster; we also utilise a 36 processor SGI Altix and an SGI Prism system (with four pipes). The last two are provided centrally by UCL through HEFCE (UK) SRIF funds. We often run our smaller jobs, benchmark and develop codes on these platforms. For smaller systems, these facilities in total are very effective; we are more or less continually running jobs on these systems. The benefit to the first set of machines in particular is that we have interactive access because I control these. Under HEFCE SRIF-3, UCL Research Computing will be in receipt of £4.3M for centralised computing hardware.

	8
	Mark Rodger, Warwick
	The HPC facilities at Warwick are quite good. They have a 112 processor Altix cluster with shared memory. Previously they had 2 Beowulf Intel clusters, one 96 processors (which was used 2/3 by chemistry, 1/3 science faculty) and 128 processors (predominantly used by science faculty). The Altix is used by the science faculty. It’s easy to get time on it (not enough though!) Access is not strictly accounted – the aim is to have it used all the time, which is done on a first come first served basis.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow


	Glasgow: yes. 96 PCs are run as a cluster within the department. The CFD group is the sole user of this and it is used 100% of the time. They built it themselves and are currently ordering another 24 processors to add on. It’s run by one of the department support team who configures the system. It’s a very reliable, robust system which they’re happy with and will continue to use. HPCx allows an order of magnitude larger calculations to be done. The results from these can then be fed back into work on the local system.

Bristol: yes, have access to a cluster in the maths department. Again this allows calculations about an order of magnitude smaller than the national facilities.

Cambridge, and Loughborough also have local facilities.

	10
	Stewart Cant, Cambridge


	They use the Cambridge HPCf Sunfire system. This is better than HPCx for a comparable number of processors. Their day to day calculations only use a single box, but it would be difficult if they wanted to do bigger calculations as the inter-box communication is bad. Access to the Cambridge system is easy to get, which is good.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	There is a big system at Southampton – Linux Pentium 3/4 processors cluster (814 processors). This system is heavily used; it has just doubled in size and is already full. 

It is OK for 8-16 processor jobs, but not for larger ones as the system tends to fragment them into smaller jobs. This system is used for optimisation. It is well run and efficiently handled by 2/3 members of staff. The service was funded by SRIF. It is across the university, but engineering and chemistry are the biggest users. It is easy to access in that the procedure is easy, but the service is oversubscribed.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	“NGS…UCL Altix machine imminent”


	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	128 node APEMille (50 Gflop/s peak), Swansea, UKQCD owned  (PPARC-HPC funding)

PC cluster in Swansea: 350-processor IBM p-series

PC clusters in Liverpool: 16 dual Xeon node cluster (Math  Sciences/Univ of Liv, SRIF funded); access to 941 P4-node cluster (Physics Dept/Univ of Liv, SRIF funded) including exclusive use of 40 large memory nodes

Cambridge: 900-processor SunFire at Cambridge-Cranfield High Performance Computing Facility

PC cluster in Southampton, SRIF-funded, 600 AMD Opterons and 214 1.8Ghz Intel Xeons, >700GB total memory.

Scotgrid cluster, U Glasgow, possibly up to 10% of the machine. Funded by SRIF, SHEFC.

PC cluster, Glasgow University (5 Gflop/s, PPARC funded)

PC cluster in Oxford (UKQCD owned)

Use of Fermilab cluster (US DoE funded) via collaboration with Fermilab Lattice group.

UKQCD QCDgrid: six commodity RAID data storage nodes in Edinburgh, Liverpool, Southampton and Swansea (UKQCD owned, JIF funded), together with Columbia (USA) and RAL.

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	NCAS doesn’t have access to local resources. They cover about 15 university groups – some of these may have local resources, but Reading doesn’t. NERC are debating mid-range funding at the moment – it’s not know yet what the outcome is likely to be. The drawback with local services is that support is needed for them.

	
	Earth Sciences

	15
	David Price , UCL
	We use the following college systems:  Altix system (36 Itanium2 processors), 

192 processor linux cluster, 960 PC Condor pool. The first two were funded centrally from SRIF funds. The last is based on existing student cluster machines. We probably use about 75% of the Altix.  Very little of the linux cluster and 15% of the Condor pool.

	
	Astrophysics

	16
	Carlos Frenk, Durham
	The local facilities are 2 cosmology machines – COSMA1 and COSMA2. They are about to start the procurement of COSMA3 using SRIF funding. Previously they have had JREI funding. Their local machines are among the biggest in the UK at this level. They are run by Lydia Heck, the Computer Officer for the astrophysics group.

	17
	Andrew King, Leicester
	The initial UKAFF hardware, funded in 1999, comprised a 128 processor SMP machine (SGI Origin 3800, “ukaff”) with 64 GByte memory, providing 100 GFlop/s. Recognising that new hardware is cheaper than continuing support costs on older equipment, an interim replacement to this, an IBM Power5-based cluster, “ukaff1” now provides 0.6 TFlop/s. This cluster comprises 11 x 4 CPUs + 3 x 16 CPUs.

Funding of UKAFF Facilities: The initial UKAFF installation was funded with £2.41M from HEFCE's JREI program (the largest single award in the 1999 round). Additional funding from PPARC includes the following:

· £175K for running costs;

· £580K for staff costs to end of 2007;

· £265K for interim upgrade (UKAFF1A).

In addition £300K has been provided by the EU, primarily for training European astrophysicists in the use of HPC, and £500K from the Leverhulme Trust to fund fellowships which have been taken at different institutions around the UK. UKAFF1A is housed in an extended machine room which was funded by SRIF-2. We expect FEC to be a major source of funding for running costs in the future although it is not obvious how this operates when we are not a closed consortium but have an observatory mode of operation. There's an unwillingness to charge users for access to the facility.

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	We have free access to our own local clusters: a Beowulf system with 140 processors, and a myrinet system with 128 processors. These machines have been funded jointly by the JIF/SRIF infrastructure fund (EPSRC) and by the UK fusion budget (EPSRC and Euratom). These machines are freely available, and are shared by fusion users via gentlemen’s agreements. This has the  tremendous advantage that the available resource is reasonably large and flexible. This resource is very easily accessible, without the long lead time associated with making grant applications. Both turbulence codes can, and do, use the full resources of the myrinet system.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Most groups have access to local mid-range facilities, funded typically by JREI or SRIF.

Cardiff chemistry have a cluster shared between four departments, of which chemistry use 90%.


	
	Computational Aspects of Your Research  III.

	
	
	(c) Can you estimate the total amount of computation your projects need? For example, what would be the total number of floating point operations that need to be carried out in the course of the project and how long would the project last? 
	(j) What is the biggest single job you need, or would like, to run (total number of floating point operations, memory needed, i/o requirements) and how quickly would you need to complete it
	(f) What would be the ideal features of future services after HECToR for the science you want to do? 



	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	At present HELIUM requires 4.3x1028 floating point operations over 12 months. The HELIUM code has central scientific problems to address in this research field over the next decade at least with ever increasing capability demand from year to year.
	Memory: minimum of 2 GBytes x 2000 processors = 4 TBytes

Flops: 7x1017
I/O: 50 Gbytes of storage per run

Running time: 1 week (wallclock time)
	Increased memory; increased processing power; an increase in the ratio of message-passing bandwidth to processor speed. We will still need fully-coupled high-capability. In other words, high capability provided  by an assembly of loosely coupled medium-capability machines will be of little use.

	2
	Dan Dundas, QUB (CLUSTER)
	Currently, about 5x1016 floating points operation over 12 months. This will increase over the next year to 1x1017, again over 12 months.
	Memory:
3 TBytes

Flops: 

1x1014
I/O:

20 GBytes/s

Running Time:100 wall-clock hours
	At least a magnitude of order increase over the HECToR service, especially in terms of processing power and memory.

Meeting note: This would be to address 6 dimensional rather than 5 dimensional problems as they go to shorter wavelengths (X-ray). In the UV region, the problem becomes easier to model as the wavelength decreases, but as the wavelength approaches the X-ray region, the wavelength is comparable to the spatial extend of the atom therefore it is not possible to make the same assumptions as before about the atom-laser interaction. As a result the reduction of the problem from 6 degrees of freedom to 5 degrees of freedom no longer holds. It is necessary to take into account the magnetic as well as the electric field of the laser, which alters the symmetry of the problem.

N.B. This group is considering 5/6 dimensions; compare to CFD groups, whose challenge is to move from 2 to 3 dimensions

	3
	Dan Dundas, QUB (H2MOL)
	 Currently, about 3×1017 floating point operations over 12 months. This will increase over the next year to 8×1017, again over 12 months.
	Memory:
3-5 TBytes 

Flops:

5×1014
IO:

80 GBytes/s

Running Time:
150 wall-clock hours
	

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	This is really difficult to estimate in a large group.


	This is really difficult to articulate. But perhaps 5Tflop/s hours, 200GB memory, 1TB temporary disk available at several GB/s bandwidth. Completion time is not usually a problem if it does not exceed a week.
	More memory, disk I/O that scales: most quantum chemistry codes generate and manipulate huge temporary datasets, and it is the bandwidth between the various layers of storage that often limits performance and capability.

	5
	Jonathan Tennyson, UCL
	It takes ~ (100,000)3 operations to diagonalise a 100,000 dimensional matrix. A 125,000 dimensional matrix has been diagonalised, which took 4 hours using the whole of HPCx.

Newer problems are ~ ×10 bigger – they don’t fit into the 12 hour limit on HPCx and it is not convenient to run large numbers of separate jobs.  They would like to look at D2H+, but the density of states is higher. H3+ is solvable, but D2H+ has too many states to solve even on HPCx.
	
	With HECToR it’s important not just to go for a large number of processors; memory per processor is important, i.e. memory that can be accessed locally. They have had to run jobs on HPCx using only half the processors so that they have enough memory, which is inefficient.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	~ 1024 floating point operations? (rough order of magnitude calculation).
	e.g. DNA chain, 50,000 atoms. Very roughly, assuming scaling as is now on 1000 processors:


· 100TBytes RAM

· 10 Teraflops CPU

· 5 hours to run
	Increased memory per processor and better internode communications. A balanced machine is important. At the moment, they have to try and write codes that do not use much internode communication. HPCx was quite bad at first as it had low memory per processor and bad internode communication. Visualisation is important as well, but computational steering less so.

	7
	Peter Coveney, UCL

	
	Coveney is personally concerned with innovative use of HPC resources, that is in attempting to utilise them in an ambitious way to enhance the added value they provide. Thus, proper Grid enablement is a requirement, so that the resources can be combined with others on a Grid to make the whole greater than the sum of the parts. Interactive access is a sina qua non for this, apparently already factored in to HECToR, with provision of visualisation resources that make the use of the facilities much more efficient and effective.

	8
	Mark Rodger, Warwick


	Hard to estimate – it’s always a compromise between what they’d like and what can be provided.
	
	Faster processors, fast interconnect.

Data processing, visual data processing is important, but it is not clear how a national facility can address this. Computational steering is not a major driving force in this area so the need for good interactive graphics is limited.

Huge amounts of data are obtained and interpreting it is a challenge. Good 3D visualisation software would therefore be desirable, but it would need people for local support rather than support at the central resource or it would not be used efficiently.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	e.g. DES cavity calculation on HPCx – 8 million grid points, 256 processors, 20000 time steps. 
	
	Capability is the major issue, to allow bigger calculations to be run. Scale up memory and number of processors to run bigger grids.

Scaling up by an order of magnitude would probably be sufficient to start with. 100’s of millions of points rather than 10’s of millions of points would allow turbulence details to be resolved and progress to be made. A trend away from modelling towards simulation of turbulence is desirable.

Visualisation is important for interpretation of date. Pulling large amounts of data down the network and looking at it on a local machine can only get the group so far. An order of magnitude increase in calculations implies more data – local machines may not be able to cope with this, a better machine will be needed to process this. Perhaps a visualisation facility could be attached to a supercomputer.

	10
	Stewart Cant, Cambridge
	For a 3 year project typical to support a PhD or PDRA it was 6400 CPU hours on the T3E five years ago; new chemistry has been put into the code recently so this probably needs to scale up. In general though, CFD has an infinite capacity to use CPU hours – they just run for as long as they can.
	They would like bigger and faster systems in order to keep up with the international competition. Son of HECToR must allow us to compete with other countries. It’s worth going for a European service to get the biggest service possible, if it will be possible to use the whole resource for a fraction of time. However, ideally there should be other European centres too, not just a single centre. The US has a number of centres.
	The US can already cope with 5123 point for a 3D simulation with chemistry. The UK can currently only do a 2D simulation with chemistry, or a 3D simulation with simplified chemistry. The code does exist for the full 3D simulation and they will be starting test runs of ramping up the size soon, but the CPU requirement is very big.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	The previous project had 4.5 million HPCx allocation units. They are currently applying to renew the consortium; and estimate that the jobs will use ~ 5% of the total HPCx resources. The largest job will be ~ 1024 processors, 512 GBytes memory, 150 GBytes temporary disk space and take 12 wall clock hours. The smallest job will be 32 processors, 16 GBytes memory, and take 2 wall clock hours.  

However, they can use whatever they are given. If they have more resources, they can do bigger problems. They could e.g. do calculations on wings instead of aerofoils.
	They would like to be able to do some fundamental work on local facilities and really big calculations on national facilities. The new service should be faster and have a bigger memory – the physics will scale. What they can currently do is ~ 1000 times smaller than they would like for real simulations. They would like to increase the Reynolds number by ~ 100 (this will be achieved in about 20 years at the current rate of progress.)

N.B. it is important to have a balanced machine so that they can analyse data as well as generating it.
	As big as possible (with Reynolds numbers as high as possible), as long as they have the IO to look at the results and can cope with the huge amounts of data at the end of the run.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	
	1000 processors. 

Auckland code uses the full capacity of HPCx
	Computational steering. This is collaboration driven – it would be useful for two people in different places to be able to access code at the same time.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	10 Teraflop years on a current machine. The amount of computation needed is limited only by the size of the machine.


	As big as possible!


	If they had a machine 10 × more capable, they could do a lot more physics than they can now. Ideally they’d like 100 × more capability by 2009. They would also like flexible computing to allow them to analyse the data – they don’t just want more raw power.

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	They use as much as they’re given. NERC doesn’t have enough money to provide all the computation needed – they could happily use ~ 10 times more.
	This is hard to estimate as the job size can always be increased to include more detail. 
	Future services should satisfy both capability and capacity needs. At the moment they run capacity jobs on CSAR and capability jobs on HPCx. This causes problems because climate codes are sensitive to where they run. There are also problems because they are running the met office code, which is written differently (probably technically less good) than research codes. It will not have been written to run well on all machines. Running on multiple machines is also a problem if any of the machines have immature compilers. e.g. having to run on a Bluegene machines with new compilers would not be good.

Flexibility is the most important thing though. The service needs to be able to make changes if the initial specifications aren’t ideal for everyone. HPCx is flexible to some degree, but CSAR haven’t been able to be because of their contract. NCAS users are willing to put in the effort to adapt to new machines, and can accommodate most things (e.g. memory per processor) if it means they will get a good period of scientific return. NCAS science does tend to have a long return time.

EPSRC assumes that users all work in labs that provide enough resources that the national facilities are only used for the very top end jobs. This is not true for a lot of NERC users. 

The routine jobs should not be taken away from the national facilities, otherwise they will become too specialised and only used by a very small number of people. This will make it difficult to justify funding for them as machines get bigger and more expensive. The pool of HPC trained people will remain larger if people at the lower level can still use the national services. EPSRC may be risking going too far towards tiny specialised services.

	
	Earth Sciences

	15
	David Price , UCL
	Difficult to do – they can make use of as much as they can get
	1. e.g. co-existence melting simulation. They’d like to do this, but can’t at the moment. It’s a 100,000 step problem, with each step taking ~ 30 minutes and using 64 processors. Currently it takes 1 month for 10,000 steps on 500 nodes. The problem would take a year on the Altix, but they’d like the result tomorrow!

2. Visualisation is not crucial to this group and they have no real use for computational steering as there are no problems where this is appropriate.
	Faster through put for bigger systems. (Hard to think that far in advance).



	
	Astrophysics

	16
	Carlos Frenk, Durham
	The millennium simulation required 28 days CPU on 520 processors continuously, 5×1017 Flops. 

40 TBytes of data were generated. New methods for storing and accessing data will soon be needed – pushes computational technologies.

In general, they just use as much as they can get. 
	1018 flops; 600,000 hours on 1000 processors; 2 TBytes of memory; 100 TBytes of disk storage; a few months.


	Virgo occasionally needs extreme computing (e.g. the millennium simulation). These big calculations aren’t done often, but they are very memory intensive calculations, needing a really big computer. They also do a lot of small-scale simulations, which again need a lot of CPU. They want a small, lean and efficient machine for this.

They need a mixture of two things that scale up. They want a local facility that they own and control. If it is elsewhere they need good communication and enough bandwidth – and they must be in control of it! Local places are more cost effective though, training is easier and support is easier. They also want the flexibility to do large calculations like the millennium simulation. 

In summary, it’s essential to have a dedicated, medium size, locally managed machine. It’s desirable to also have sporadic access to a large national facility. Ideally they’d like for the next generation a machine equivalent to HECToR at Durham and a more powerful machine available for occasional large calculations.

Analysis will get tough as simulations get bigger therefore the rest of the infrastructure needs to keep up. Data storage needs to be good. They also need excellent communication in order to transfer data. More software will also be needed. Visualisation is becoming increasingly important – it’s possible to learn from movies as well as them just looking nice.

	17
	Andrew King, Leicester
	UKAFF's user base means there is some application dependence. For hydrodynamical simulations of star cluster formation using SPH, a more powerful computer will simply allow additional physics to be modelled. Over the next 2-3 years the aim is to perform radiation magneto-hydrodynamic simulations of star cluster formation. These will be 1-2 orders of magnitude more expensive than current pure hydrodynamical simulations. Beyond 2008, the inclusion of feedback mechanisms from the new-born stars (ionisation, jets & winds) and chemical evolution of molecular clouds is envisaged. Current hydrodynamic and radiative transfer calculations range between 0.001 - 0.02 TFlop/s years, require up to 10 GByte memory, up to 50 GByte disk space, and up to 500 GByte long term storage. An immediate requirement for computing resources two orders of magnitudes more powerful than existing UKAFF (0.6 TFlop/s) suggests a machine capable of 60 TFlop/s peak.

For grid-based MHD simulations of protoplanetary discs current usage is at the 0.025 TFlop/s years level, but this is now inadequate. Looking toward 2006 requirements are for a machine with peak performance of 10 TFlop/s and sustained performance of 3-5 TFlop/s year. Disk space requirements are for 1 TByte short term and 10 TByte for long term storage. 
	Several simulations have taken >100,000 CPU hours which is close to a year on 16 CPUs.


	In the past, some supercomputers have been available to the PPARC community (e.g. HPCx or CSAR), but with the requirement that time is BOUGHT on the facility.  This will not work within the PPARC grant system.  A standard or rolling grant application that requests, say, 100,000 pounds for supercomputing time will simply not be awarded.  It will be cut in favour of PDRAs.  Thus, any HPC solution must be FREE to the user.

Also, UKAFF provides the flexibility of applications for time being reviewed every 3 months.  An application system linked to the PPARC grants rounds will only be reviewed once per year.  This does not allow computations to be run in a 'responsive' mode.  Often research directions alter depending on the results of calculations.  These changes in direction are usually on the time-scale of months rather than years. Easily accessible, parallel programming support is also needed. UKAFF wish to retain a non-consortium facility which is open to all UK theoretical astrophysicists via a peer review process. Past performance has demonstrated that this provides a good level of high quality scientific output - this should be the measure of any HPC facility rather than simply the bang per buck. UKAFF does not like the idea of having to run a closed consortium but some of the major users have sought SRIF-3 funds to try and further increase resources available. These users will clearly be upset if they don't receive a reasonable share of that resource.

However, this open usage policy makes it difficult to be precise about the details of the userbase or science to be performed. With a quarterly application round we are highly responsive to new science ideas. It is encouraging to see that UKAFF1A has already attracted 5 new users - two from institutions who have not used the facility before (and both with MPI codes!).

UKAFF aims to retain a facility which offers astrophysicists the ability to run larger simulations for a longer time than can be achieved on a local system. I don't think there is much doubt that this requirement will continue to exist for the next few years

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	This is an extremely difficult question, as it depends on the precise problem undertaken. Plasma  calculations involve restricting the length and timescales, and can always be made more reliable by much more demanding calculations on larger grids. The calculations performed in the present grant are typical of todays leading calculations, but adding more sophistication is highly desirable and this will rapidly increase the resource demand. Essentially the physics demand can extend to meet the available computational resources for the foreseeable future.
	As a very rough (order of magnitude) estimate, the largest likely run of CENTORI presently envisaged will require 1012 floating point operations, a few tens of GB of memory and a similar amount of disk space. A desirable turnaround would be of the order of one day.


	We would greatly benefit from enhanced facilities for BOTH capacity and capability computing, and from continued access to central algorithm development/optimisation support. 

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	This is really difficult to estimate in a large group.


	This is really difficult to articulate. But perhaps 5 Tflop/s hours, 200 GBytes memory, 1 TByte temporary disk available at several GByte/s bandwidth. Completion time is not usually a problem if it does not exceed a week
	More memory, disk I/O that scales: most quantum chemistry codes generate and manipulate huge temporary datasets, and it is the bandwidth between the various layers of storage that often limits performance and capability.

	20
	James Annett, Bristol (CCP9)
	
	Visualisation: JISC is to pay for a support network for visualisation. Existing centres are to provide support for scientists to help with visualisation of data. James Annett is on the committee for this. Although his own area is actually less dependent on visualisation than some others, he does like the idea of visualisation and will keep a watch on what is happening with HPCx.

Computational Steering: This hasn’t been used much yet, but it might be useful e.g. for convergence codes to be able to change parameters whilst a simulation is running.


	
	Computational Aspects of Your Research  IV.

	
	(g) What application codes constructed in-house do you use?  What application codes constructed elsewhere do you use?  Who (if anyone) within your research group or elsewhere, develops, makes available, supports and gives training in the use of these codes?
	(i) Have the codes that you use been ported to high-end machines and tuned so that they make effective use of such systems? 


	(h) Do you run mostly throughput or capacity jobs (i.e. jobs that can be easily accommodated on mid-range platforms) or capability jobs (i.e. those which require high-end machines of international-class specification)? What factors affect this balance for your work? Can you easily migrate your codes between different platforms as they become available to you, and do you in fact do so?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	HELIUM, constructed in-house. We do not use application codes that have not been constructed in-house, since there are non relevant to our area of science. At present, Dr. Jonathan Parker and Mr. Barry Doherty are responsible for developing and supporting HELIUM. They also make it available outside on a limited basis and give training to new group entrants.
	Yes – we have devoted considerable manpower resource to ensuring that HELIUM gets the best out of HPCx.

Meeting note: All codes developed by the group do not merely focus on a single generation of HPCx, but bear in mind how HPC is likely to develop. Codes that are scientifically important have a lifetime ~ 10 years
	On CSAR and HPCx we run exclusively capability jobs. The capability jobs are essential to making impact in this area of science especially at present at Ti:Sapphire wavelengths. HELIUM is written to be portable – we also re-engineer it for any important new platform (as we recently did for HPCx) if this is appropriate. This is often vital for codes to retain their efficiency but is often impossible with codes that have not been developed in-house.

	2
	Dan Dundas, QUB (CLUSTER)
	Several codes for solving the time-dependent Kohn-Sham equations of time-dependent density functional theory (DYATOM, CLUSTER) have been developed. I have developed and maintain these codes.
	Those codes that are not in development have been tuned (H2MOL has been tuned for both CSAR and HPCx).


	All the codes are highly portable – since architectures generally change every 3-5 years. The balance between capacity and capability jobs depends on whether development or production is taking place. In general development jobs are capacity while production jobs are capability.

	3
	Dan Dundas, QUB (H2MOL)
	All application codes (MOLION and H2MOL) are developed and maintained in-house.
	Yes, H2MOL has been tuned for both CSAR and HPCx. 

Meeting note: H2MOL was used as a benchmark for HPCx. Scaled extremely well to 512 processors.
	All the codes are highly portable – since architectures generally change every 3-5 years. All jobs are capability.



	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	MOLPRO – an electronic structure code. Other codes for motion of atoms. Each person involved has their own codes. Because the codes are only used by a few people, the barriers into optimisation on the big machines are greater.
	To some extent where possible.

Meeting note: 

· NWChem (not developed by CCP1) scales well – it was designed for massively parallel systems.

· The most widely used code, Gaussian, does not scale at all. It runs OK on the Altix, but not on HPCx. Gaussian is a commercial code, so a special licence is needed to get access to the source code, hence they can’t optimise. Rival organisations are banned from getting the licence.

· CADPAC is not parallel

· Dalton has been parallelised, but they are not yet sure how it will run on a big machine.
	There is a wide mixture of work needing both kinds of machine. Most of the codes are in principle portable but getting them to perform well on machines like HPCx is difficult.

Meeting note: The characteristics of machines make a difference. Moving onto HPCx, memory/processor goes down, therefore algorithms that were feasible and optimal on a small machine could be unfeasible or inefficient on HPCx. There are also communications issues which slow things down.

	5
	Jonathan Tennyson, UCL
	Codes are developed in-house except for MOLPRO (Peter Knowles’ electronic structure code)

The codes rely on good matrix routines as they need to diagonalise big matrices. (Daresbury have been a big help with this in the HPCx period).
	
	They run on the local machines where possible to avoid the queues. They do migrate programs between different platforms. It’s not always totally trivial to do so, but it’s not too bad. (N.B. MOLPRO and NWChem were tricky). Migration to the sunfire system is easy.

Students do the code development, e.g. parallelising code. The students in this group are good at code development. The students are sent on parallel programming courses (the ChemReact budget is good for this.)

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	· ChemShell is the main code

· CRYSTAL (joint project between Daresbury and Turin).

· CASTEP (contribute to development – the code was originally developed by Mike Payne through CCP9.)

· DL_POLY

· SIESTA

· VASP

· GAMES UK

· DL_visualise 
	The codes have parallelised well and take advantage of the machines.

The codes run easily on new machines but optimisation takes time. On HPCx codes ran within a day or so, but the optimisation took about a year. There was a lot of re-coding done when HPCx first started. Intercommunication was a problem at this point, but it has become better with phase 2.

VASP is not scaled properly; CASTEP and crystal have taken a lot of effort (Staff effort at Daresbury has been good.)

If HECToR has a huge number of processors a lot of work will be needed to scale the codes up.
	The majority of the work is capacity. Time available limits the balance – it is possible to use a lot of CPU hours very quickly on HPCx. Ideally they would like a mid range computer about 1/10 of the power of HPCx (at a research group level, not shared) and access to HPCx for the larger jobs.



	7
	Peter Coveney, UCL
	The CCS is involved in theory, modelling and simulation. Thus we often design algorithms based on new models, implement them serially and/or in parallel, and deploy on all manner of resources, ultimately in some cases on high performance computing Grids. LB3D, our home grown lattice-Boltzmann code, was the first to be given a Gold Star Award at HPCx for its extremely good scaling. We also make extensive use of codes constructed elsewhere, though we often make modifications to these. For example, NAMD is used widely in Coveney’s group, but we have “grid-enabled” it and in particular embedded the VMD visualisation environment that comes with NAMD into the RealityGrid steering system. Many (but not all) members of the CCS enter with an unusually deep knowledge of computing and even computer science in some cases (for instance because they have been computer fanatics from a young age); most individuals therefore rapidly acquire the expertise to run and develop such codes. However, a key part of our success in getting scientific work done on high performance computing Grids has been due to one dedicated applications/software consultant within the group over the past four years, who has assisted many scientists in getting applications deployed, and who has facilitated matters by installing local registries and Globus. We also work closely with Manchester Computing in many of our projects, who provide invaluable support in these areas.
	Yes.


	As noted earlier, we are involved in computational science at all levels, and in supporting collaborators who mainly reside in one of these levels. As we spend a lot of our time trying to get science done on heterogeneous high performance computing Grids, we evidently must have our codes running on several different platforms. We already have the capability to migrate jobs at run time around such Grids, as a basic feature of performance control, but also to construct workflows through the spawning/chaining of many other jobs from an initial one. One hot topic for us right now is the development and deployment of coupled models, whose sub-components can be deployed on different architectures and steered by the same methods as monolithic codes.



	8
	Mark Rodger, Warwick


	DL_POLY (from Daresbury) adapted and modified - academic MD codes used extensively. Analysis programs are all in-house – they don’t do analysis on the national facilities.

N.B. It is not necessary to analyse every step of the calculation to get the information required, even though each step must be computed. For this reason data analysis can be done locally rather than on HPCx since it doesn’t require as much computational power.

PhD students are trained within the group. Some go on to develop analysis codes, but Mark Rodgers develops most of them and the students use them. It’s hard to train chemists to do coding. Physicists have a better background (more computing and maths.)
	The simulation codes have been adapted or had subroutines added and run on HPCx, but nothing has been written from scratch.


	A mixture. Capability jobs are an intrinsic part of the problem. It is necessary to do ensemble simulations. Chaotic behaviour is inherent in the systems being studied so a single calculation doesn’t give much information. One calculation can just about be done on a mid-range machine, but a high end machine is necessary for multiple calculations. If they could work out how to parallelise time it would completely change the balance.

Migration is not a problem, but code optimisation done on one machine won’t allow best use of another machine. The move onto HPCx was not a problem for the classical MD codes. The quantum codes were more tricky. Various paradigms within the codes had to be changed.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	1. PNB (Glasgow code)

2. Rotor MBMG  (Chris Allen code)

3. AU3D (Imperial developed)

4. HYDRA
(Rolls Royce code used by Loughborough, Surrey and Cambridge)

5. FLITE (Swansea developed code)

6. CFX (commercial code used by Manchester)

7. Fluent (commercial code used by Surrey)

Users at these universities help to support and develop the in-house codes. They are nearly all at a good level of maturity, so it’s now more a case of bolting on different models with the core code remaining unchanged.
	Some codes yes. Chris Allen’s code scales well – gold star. (NB silver/gold scheme for HPCx – get “processors discount” if you can show that your code is doubling in speed).

CFX and Fluent don’t scale that well as they’re not designed to run on big machines (only ~ 16 processors). Can’t change anything because they’re commercial codes.


	Capability jobs. HPCx allows the capability jobs to be run. The information from this is then applied locally in capacity jobs.

The consortium’s transition to HPCx has been smooth in general, although there were a few problems with HYDRA – a memory bottleneck. A new version of HYDRA, developed by Nick Hells (Surrey) performs better on HPCx.



	10
	Stewart Cant, Cambridge
	NEWT – this is an industrial strength code, used for complex geometries. NEWT is running well, it is completely parallelised and is used on HPCx. It is applied to combustion/aerodynamics problems and has tackled a complete racing car. 

SENGA

TARTAN (not run on HPCx, only a test bed).

ANGUS (developed on T3D)

FERGUS (not run in parallel and probably won’t be)

HYDRA (this is the Rolls Royce code but they have been involved in the development. HYDRA has been run on HPCx.)

Training is done within the group. The students do the code development, but need training before they can be good at it.
	The codes used are relatively mature – they have been parallel and optimised for a few years. It has been quite easy. A vector machine would make things more tricky.
	Mainly capacity jobs to do the science. Capability jobs are done occasionally either for show, or to access a data point at the end of a range that can’t be reached otherwise.

NEWT and SENGA scaled well to HPCx.



	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	As far as possible they don’t use commercial codes, although they may use CFX. It is against the spirit of flow physics not to be able to see into the code and e.g. check parameters. Commercial codes are not good because they calculate average quantities rather than the details of the flow. They develop the codes themselves. Students usually have to add to codes, but they’re given a copy of the code rather than formally trained.

Codes:

· DSTAR (Direct Simulation of Turbulence and Reaction).

· LESTAR (Large Eddy Simulation of Turbulence and Reaction).

· Strained-channel code (Gary Coleman)

· Spectral element code (Spencer Sherwin)

· VOLES

· SBLI

· Lithium 
	All codes have been run through Daresbury support (and optimised for some of them) for HPCx. Some codes scale well and some don’t.


	Only some codes have been pushed to capability use, some are still at the 64 processor level.

If the entire memory of a machine is filled you have to wait too long for the results. It can be better to back off and do smaller jobs.

They often need to do parametric studies to explore phenomena, so they may want to do a large number of small calculations and then one big one.

With some codes they can choose the number of processors they want to use depending on which queue is running fastest.

The development, pre/post analysis queuing system is not good. These things need to be pushed through quickly. They need to be able to run lots of small jobs quickly to validate a code, and then do big calculations.

Over the consortium, probably the balance is slightly more towards capacity rather than capability, but it is roughly equal.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	Table of codes provided

Training is done in-house if possible.

An IB specific half day training course is run and an optimisation course (session by David Henty)

Better training is needed on how to use HPCx


	Currently porting 1st application to HPCx…CARP with EPCC help

Have several other IB codes running and are tuned to run on NGS

Several users have MPI codes to run on NGS and HPCx

All tuned to make use of SRB at RAL

Richard Clayton – heart modelling code now running on HPCx.
	At the moment it’s 95% capacity, 5% capability but this is expected to change over the next 2 years to about 70% capacity, 30% capability.

The balance is affected by lack of manpower and the expertise to convert rather than scientific drivers.

No codes have been migrated as yet, but they are trying (see i)

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	1. CPS – Columbia Physics System. (QCDOC inherited this code and modified it themselves.)

2. CHROMA (used for analysis and production)

3. FermiQCD

4. ILDP (International Lattice Data Group)

PDRAs and PhD students use the code and are trained within the group. The consortium also runs annual workshops for people to learn to use parallel machines and has written training material for new users.

A lot of work goes into the optimisation of frontline code. It is easy to write inefficient code, but harder to get it to run well.
	It is not too difficult to optimise the codes, what matters is how fast the machine is.


	The answer to this depends on the definition - capability uses most of the flops, but capacity uses most of the manpower. The intrinsic cost of calculations influences the balance between the two. The capacity work is mostly analysis, the capability jobs are big calculations. The amount of capability work done limits the science output.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	Many codes are used, but the code that characterises NCAS is the Unified Model code (referred to as UM). This is the same model as that used by the Met Office for weather forecasting. The Met Office create the model and NCAS work on the science.

NCAS support the academic community using the codes and they also run training centres. The Met Office only support their own people – everyone else has to go through NCAS.
	Codes have been ported to HPCx and the Earth Simulator.

Effective use is difficult for the UM code as it comes from the Met Office who are conservative in their approach. If NCAS could rewrite the code they would do it differently. They often need to compromise and tune the codes as best they can without rewriting them. This approach does not necessarily make the best use of the machine.
	The same model is used whether it is run as a capacity or a capability job. They just run what they can afford to. They would ideally like to be able to use the same machine for their capacity and capability jobs. What actually happens is that the capacity work churns through on CSAR whilst 1 capability job runs on HPCx.

They can migrate the codes, but don’t find it easy. NEWTON was a bad experience – the hardware was unstable at first. The Intel compiler caused problems in that the first and second versions gave different results. It’s easy to get the codes running BUT the model needs to be verified if different compilers are giving different results.

	
	Earth Sciences

	15
	David Price , UCL
	We use VASP, CASTEP, CRYSTAL, CASINO, GULP, DL_POLY, etc.  In general these are supported elsewhere. 

Meeting note: Mainly post docs use the codes and they train each other. It’s not too difficult to get them up to speed with the code – they’re given an example and allowed to modify it (but are they using it efficiently?) This method of training means that continuity in the group is important for passing on knowledge – they need people working all the time.
	Most, yes.


	We do both capacity and capability jobs. The balance is really decided by the type of science problem rather than the machine.  It has been reasonably easy to migrate codes.

Meeting notes:

1. the balance is probably more towards capacity jobs.

2. CASINO is a possible candidate for a gold star.

3. It’s becoming easier to migrate codes. Dario Alfe does a lot of the work on this. The issues are more with libraries than the code itself. The codes are becoming more stable and well established with time.

	
	Astrophysics

	16
	Carlos Frenk, Durham
	Some codes are developed in house, some within the consortium. e.g. GADGET and analysis codes. FLASH (this is a “public domain” code which was developed in the US but not commercial. They are constantly debugging this to improve it.) There is no dedicated support other than what Lydia Heck can do. Many of the group do some development but nobody is dedicated to writing code – it might not be the best use of researchers time. They just do it because there is nobody else to do it. If students are made to spend too much time writing code they become less employable.
	Yes.


	Mostly capacity, with occasional big capability jobs. They can migrate the codes easily.



	17
	Andrew King, Leicester
	The main computer codes used are:

a) A smoothed particle hydrodynamics (SPH) code, DRAGON, written in Fortran and parallelised using OpenMP.

b) A grid-based MHD code, NIRVANA, written in Fortran and parallelised using MPI.

c) A version of the ZEUS finite-difference fluid dynamics code, written in Fortran and parallelised using OpenMP, with an MPI version of the code (ZEUS-MP) to be made available in the near future.

d) The TORUS Monte-Carlo radiative transfer code, written in Fortran and parallelised using either OpenMP or MPI.

None of these codes use specialised operation such as matrix operations or FFTs - their computations are simply based on performing mathematical calculations while looping over arrays or tree structures. DRAGON uses particle sorting routines, large-N loops.
	With the move to a cluster of fat nodes for UKAFF1A there will inevitably be increased use of MPI codes and some encouragement to those with OpenMP codes to convert them to MPI where this is possible. General experience is that users of MPI codes have not usually parallelised the code themselves but the code is provided by a consortium and the individual user only makes adjustments to the code - Gadget, Flash etc.

The SPH and ZEUS codes currently achieve sustained performance of 10-20 percent of the peak performance. As mentioned above, these codes are purely shared-memory codes. This information is not known for the radiative transfer code. In terms of scalability, speedups of ~ 100% are found up to ~16 processors, but degrades for more processors due to unavoidable serial bottlenecks.

The NIRVANA code currently achieves sustained performance of about 50 percent of the peak, with the code scaling linearly on up to at least 64 processors, independent of interconnect (SGI, Myrinet, Gigabit).


	Mostly capacity – average jobs are OpenMP parallel and run on 16 CPUs for 2-3 weeks. Whilst several of the codes used will scale to much higher numbers of CPUs, the efficiency is problem dependent but in general scientific interest and scalability are inversely proportional. The 2-3 week timescale does not necessarily represent the length of a complete simulation but is the limit due to our mode of operation. Several simulations have taken >100,000 CPU hours which is close to a year on 16 CPUs.

A user is likely to run several such jobs within a quarterly allocation period. A typical allocation is for 10-20,000 CPU hours which needs 4-8 weeks runtime on 16 CPUs. The latest round of time applications request from 10,000 to 116,000 CPU hours per project.



	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	CENTORI – developed in-house, training available locally (P Knight and A Thyagaraja). As part of our HPCx contract, EPCC staff are presently engaged in developing the parallelisation of the code.

GS2 – developed in the US by collaborator Bill Dorland, some training available locally (C M Roach), and Bill Dorland has helped to train students in more involved aspects.
	CENTORI is under development (EPCC / Culham collaboration) to improve its potential for running on high end machines. GS2 has a track record of running on high end machines in the US.


	CENTORI has mainly been running capacity jobs, and is presently undergoing major development (EPCC-Culham collaboration) to improve its potential for capability jobs. GS2 has run capability jobs on HPCx (256 processors to compute electron heat transport in the MAST experiment), but also needs many capacity jobs in order to prepare for the larger calculations. Both codes are portable and are indeed also running routinely on our local clusters. Meeting notes:

1. CENTORI is only parallelised in 1 dimension at the moment. EPCC is currently working on parallelising the code in  2 dimensions.

2. It would be valuable to have a central facility for running large numbers of jobs using e.g. ~ 32 processors, even though they can do this locally.

3. GS2 scales well with suitable setting up of the grid and calculation. They have set it up to make use of the good communication of HPCx in groups of 32 processors.

4. Linear calculations are done using code run locally on the Beowulf and Myrinet clusters whilst nonlinear calculations are run on HPCx. Linear calculations only give limited information – e.g. they can determine whether a mode is stable or unstable but not the size of the instabilities.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	GAMESS-UK: used by the Daresbury group and some others. Maintained by the Daresbury group.

Molpro, Gaussian, Dalton, Q-chem, CADPAC: maintained by their owners, some of whom are CCP1 members, with support from licensing revenue or other sources.

Training: courses on some of these codes have been hosted by the EPSRC computational facility located at Imperial College.
	To some extent where possible. Meeting notes: 

a) NWChem (not developed by CCP1) scales well – it was designed for massively parallel systems.

b) The most widely used code, Gaussian, does not scale at all. It runs OK on the Altix, but not on HPCx. Gaussian is a commercial code, so a special licence is needed to get access to the source code, hence they can’t optimise. Rival organisations are banned from getting the licence.

c) CADPAC is not parallel

d) Dalton has been parallelised, but they are not yet sure how it will run on a big machine.
	There is a wide mixture of work needing both kinds of machine. Most of the codes are in principle portable but getting them to perform well on machines like HPCx is difficult.

Meeting note: The characteristics of machines make a difference. Moving onto HPCx, memory/processor goes down, therefore algorithms that were feasible and optimal on a small machine could be unfeasible or inefficient on HPCx. There are also communications issues which slow things down. 

	20
	James Annett, Bristol (CCP9)
	Community Codes:  Having codes available to an entire community may cause problems. If it is going to be available to all, it needs to be a black box. But this makes it difficult for experimentalists to check results. With community codes, there’s also the issue of who owns them. It’s also not good for only one person to have detailed knowledge of a particular code in case anything happens to them – succession planning is needed for codes.
	


6.9 User Support

Is sufficient user support provided by the services? If not what additional support is needed?
	
	User Support

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	User support provided by the service is fine so far as it goes. But, by its nature, it is short-term e.g. help with porting codes. What is really needed is longer term (≥ 3 years) direct support for people within university groups to develop new codes and significantly enhance existing ones.

	2
	Dan Dundas, QUB (CLUSTER)
	In general the support is good.



	3
	Dan Dundas, QUB (H2MOL)
	 

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 
	Support for actually running jobs seems OK. The issue of porting and tuning codes to machines with ever larger numbers of processors is a serious one that is difficult to grapple with in our large (typically 1 million line) codes which are heavy on data movement. If some mechanism for enhancing support for this kind of activity could be found, it would be very welcome.

	5
	Jonathan Tennyson, UCL
	Jonathan Tennyson is happy with the user support.

There are manpower issues in the timing of funding for people and computer time. They also have to succeed at peer review twice – once for funding a student and once for getting the computer time.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	There is a good depth of support from Edinburgh and Manchester. The HPCx helpdesk is very good. It would be useful if the latest optimised codes were to be put on a website so you could find out e.g. who has the latest version of CASTEP when you want to run it. (This should be happening soon.) 

	7
	Peter Coveney, UCL
	

	8
	Mark Rodger, Warwick
	There hasn’t been much need for it, but the overall impression is that it’s reasonable.



	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	User support is good.




	10
	Stewart Cant, Cambridge
	HPCx support is very good. Stewart Cant has high praise for them – he commented that their response when he has had issues has been brilliant and that they have been proactive in suggesting better methods for the future.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	The user support is very good and well developed; the turnaround for queries is fast. They liked the dedicated staff support from Daresbury that they had in the last consortium, where they paid for support in advance. Dedicated support is very important for getting things done.

More help in dealing with the data at the end might be useful. E.g. creating archives of data available to other users.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	“EPCC providing essential support to our users but we found out late in the day re this service. It would have been better if this service had been advertised more readily and available to any users, rather than through personal contacts.

Initially getting started was difficult and information falls short

Authorisation to access services very difficult /cumbersome. Need for PI to authorise users caused problems – delegated this, but need a better way of delegating to someone else to perform this function.”

(David Gavaghan was the person awarded time, so initially all use had to be authorised by him).

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	PPARC HPC strategy needs to recognise the importance of providing manpower (e.g. support staff) and not just machines. It’s difficult to get funding for people to do software development. If the UK does not retain these people, they will move to the US for better pay and a better career path. It might help if code authors were to be included on papers for increased recognition.

	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	 Lois Steenman-Clark front ends the user support on all models supported by NCAS so has built up a good relationship with them. HPCx support has been good – they have been flexible where they can. CSAR are less flexible, but this is because they are limited by their contract.

	
	Earth Sciences

	15
	David Price , UCL
	Yes

Meeting note: they are good at answering questions, but the group would ideally like a dedicated person for 6 months to optimise their codes!

	
	Astrophysics

	16
	Carlos Frenk, Durham
	They don’t use the national services. Support for the local services is provided by Lydia Heck.

	17
	Andrew King, Leicester
	They don’t use the national services. The UKAFF model of scientific support (i.e. central) has worked incredibly well for the users of the facility.  We would be keen to maintain such a method of scientific support.  The most important components in order of decreasing importance are: system administration, provision of tools and techniques, code portability, code tuning. The suitability of a centrally supported service would depend on the efficiency and speed of response of the system administration, the lead-time to a run (needs to be short).

Support at UKAFF comprises a Full time Facility Manager and Parallel Programmer, plus a half time Secretary. All were originally funded by JREI but are now supported by PPARC. Note Manager support is to end of 2007, Programmer to end of 2006, secretary to end of 2005.

Software Development: There's clearly a major push within funding bodies to reduce the cost of individual systems and encourage everyone to use commodity clusters. This means there will inevitably be a move towards distributed memory (MPI) parallelisation of codes rather than shared memory (OpenMP). 

We'd actually like to see mixed mode (MPI and OpenMP) codes as well knowing that some science problems do not work well with MPI used for fine-grained parallelism. With medium sized nodes in a cluster (say 16 CPUs), OpenMP is used for the fine-grained parallelism and MPI for more coarse-grained parallelism between nodes. For some science problems - e.g. SPH + Radiative Transfer - different bits of physics will be parallelised in different ways.

MPI is much more difficult for the average scientist to use than OpenMP and the method of development of MPI codes (see 4.5.2) illustrates this. We see a greater requirement for dedicated scientific programmers to support this move towards MPI codes. Note that UKAFF's programmer has already made significant progress with an MPI SPH code, something which would be beyond the ability of most of our users but is a task which requires detailed knowledge of the science and could not be undertaken effectively by a computer scientist. It therefore seems short-sighted that PPARC have withdrawn salary support for his post after 2006

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	We are very happy with the central support.



	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Support for actually running jobs seems OK. The issue of porting and tuning codes to machines with ever larger numbers of processors is a serious one that is difficult to grapple with in our large (typically 1 million line) codes which are heavy on data movement. If some mechanism for enhancing support for this kind of activity could be found, it would be very welcome.


6.10 Staff Issues

	
	Staff Issues  I.

	
	
	a)  How many PDRAs does your group currently include?
	b)  How many MSc students?


	c)  How many PhD students?


	d) Does your group’s work have any impact on undergraduate students?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	One PDRA on the HELIUM work.


	No MSc students.


	One PhD student on the HELIUM work.
	From time to time we have a MSci student doing a final year project centred around the HELIUM code. A former PhD student, Dr. Karen (Meharg) Cairns joined the group by this route. Mr David Hughes took up such a project in the current academic year

	2
	Dan Dundas, QUB (CLUSTER)
	0


	0


	0


	Yes, through MSci research projects.

	3
	Dan Dundas, QUB (H2MOL)
	0


	0


	2


	Yes. Final year students can participate in project work using HPC.

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 
	10


	0


	15


	No, they’re not likely to do projects in this area.

	5
	Jonathan Tennyson, UCL
	1 PDRA (2 potentials for the possible future projects described in question 1.)
	0


	2 PhD students on the H3+ dissociation problem.
	Students have used HPC results in their final year projects, but haven’t used HPC directly. They probably wouldn’t be capable of making efficient use of HPC facilities at that stage and the undergraduate projects are not long enough to teach them.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	There are 22 groups within the consortium with 1 or 2 students per group using HPCx. Probably about 30 PDRAs in total. Richard Catlow’s group has 5 PDRAs.
	0


	At least 30 PhD students over the consortium; 3 in Richard Catlow’s group.


	Yes. Several of the consortium members offer final year projects. A couple of undergraduates from Imperial have had accounts on HPCx, so use HPCx itself, not just results. They mostly run applications, which is fairly straightforward for them.

	7
	Peter Coveney, UCL

	14


	1


	5


	Limited to the occasional final year undergraduate project at UCL. However, we run a summer scholarship programme which has regularly attracted very bright penultimate year undergraduates from around the UK who work on three month projects.  These have led to some extremely impressive results including parallelisation of lattice-Boltzmann codes, development of lightweight hosting environments for rid computing, and so on.

	8
	Mark Rodger, Warwick
	7 a few years ago; none at the moment but advertising for 1 asap.
	0


	7 at the moment (it’s been between 6-8 over the last few years).
	They have 4th year project students some years. These students do a two term research project, but they use local HPC facilities rather than HPCx.

There are modules on computational chemistry in the 3rd and 4th years covering classical and electronic structure methods.

Undergraduate teaching has increased over the last 2 or 3 years, coinciding with the computational science centre being set up.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	Between the 11 consortium groups there are 20 registered users, 4 of which are PhDs and 8 of which are PDRAs)
	
	
	Glasgow runs a final year and pre-final year course in CFD and they use the results generated from this as case studies. There is material on parallel computing in both courses. David Emerson from Daresbury gave a lecture as part of the course.

	10
	Stewart Cant, Cambridge
	About 20 in total. Only 1 or 2 MScs at a time, with the rest being about 2:1 PhD:PDRAs.
	
	
	Undergraduates are involved in projects. Students have used the NEWT code and one student has been coding this year. There is a 4th year lecture course on CFD where the students have to code in FORTRAN. 

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	10-15
	They have a few MSc students, but they wouldn’t use the national facilities
	About 20 in total.
	

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	9


	0
	11


	No.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	Distributed around the seven member institutions of the UKQCD Collaboration (Cambridge, Edinburgh, Glasgow, Liverpool, Oxford, Southampton and Swansea). Snapshot, July 2005: 16 PDRAs, 0 MSc students, 16 PhD students.
	Edinburgh takes project students. There are lectures in computational methods at most universities.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	There are ~ 100 HPC users in the consortium, but it is difficult to estimate exact figures as NCAS enables other groups. At the last calculation there were 20 PhD students (and 64 PDRAs). The remaining users were mostly the PIs with a few support staff. 
	MSc students tend to work on the data. Other people run the experiments as they are too complex for the MSc students. The MSc students do the data analysis afterwards.


	64 PDRAs
	Undergraduates are sometimes given model data, but they don’t use HPC directly.



	
	Earth Sciences

	15
	David Price , UCL
	6


	0


	1


	Yes, they have MSci project students.

	
	Astrophysics

	16
	Carlos Frenk, Durham
	10 at Durham, another 5 throughout Virgo as a whole. (including Advanced Fellows, Royal Society fellows.
	1 at Durham


	About 8 at Durham and another 4 or 5 within Virgo.


	They see the movies at their lectures. Some get involved through 4th year projects.

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	0


	0


	2


	We have had two one year placement students working on aspects of the CENTORI code, though not directly using HPCx.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	We do not keep records of this. There must be about 20 PDRAs and 40 students. There is an MSc course at Cardiff which has about 15 students per year.


	A marginal impact. Most undergraduates  are taught the basic aspects of molecular electronic structure, but do not get to see leading-edge calculations. However a reasonable number of undergraduates are involved in computational chemistry research projects.

	22
	Earnest Laue, Cambridge (CCPn)
	Students: They have more PDRAs than PhD students at the moment. There are a lot of potential PhD students from Europe, but the lack of maintenance funding from the Research Councils for European students causes problems here as the universities have to pay it instead. A lot of applicants are students who have been doing part 3 maths, physics or computing at Cambridge – they advertise to students on these courses to get their interest. 

They also have links with a bioinformatics course taught at Cambridge to maths students who want to get into biology. There is currently a lot of interest in bioinformatics and computational biology from the maths and physics communities. Students who come in from maths and physics are very good for developing code and for thinking about problems from an analytical viewpoint. They like building a model and then testing it by experiment, whereas biologists are often put off by this approach. Courses are run in Cambridge to give maths/physics students the biology background they need. Code development training is done within the group. N.B. Maths/physics students at Cambridge are probably better equipped for moving into biology than undergraduates from other universities as the Natural Sciences course at Cambridge gives a broader background. E.g. even mathematicians do a biology course
	Undergraduates sometimes get involved in CCPn through part 2 and part 3 projects – probably only 1 a year.


	
	Staff Issues  II.

	
	
	e) Do your young researchers receive technical training to equip them for modern computational research? If so, please give details.
	f) Are you aware of current Research Council initiatives in training for computational science and engineering? Do you have any comments on them?

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	We have very considerable technical knowledge in-house in modern computational research. PhD student researchers gain such technical training from us as a necessity to their work in making major code developments.
	Yes, we are aware of the EPSRC High-End Studentships and welcome them. We see some scheduling difficulties around running them as Consortium-linked resources.



	2
	Dan Dundas, QUB (CLUSTER)
	Yes. Either through the sharing of expertise within the group or through attendance at courses.
	I know they exist!



	3
	Dan Dundas, QUB (H2MOL)
	Yes, for those students taking HPC related projects (on the job training)
	Yes. We have received an HPC studentship through this scheme.

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 
	I am not aware of anything beyond the Cardiff MSc and the new HEC studentship initiative.
	Yes. Too early to say.



	5
	Jonathan Tennyson, UCL
	Training courses and summer schools are used for technical training. 1 student trained by being at Daresbury for a year on a CASE studentship.
	The HEC studentship model is flawed – putting a small number of people onto a highly specialised course will limit the impact. The impact will also be limited by the artificial mixing of the MSc and PhD. It would be better to have e.g.  doctoral training. It’s not economically worthwhile to put a course within the university as very few students will use it. Studentships in general are good though as it brings people into HPC.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	There are workshops for DL_POLY and CRYSTAL etc in collaboration with the authors and CCPs. There are user meetings for the codes. Researchers also go on HPCx course in parallel coding.

Students are involved in the coding even from the 4th year level, if the student can cope. However, there isn’t the same amount of interest in learning to code these days. Children used to code games on a spectrum; now they all have play stations and don’t do this anymore! Not that many undergraduates are interested in learning to code.
	The studentships weren’t announced early enough and were announced at a bad time of year.



	7
	Peter Coveney, UCL

	There is a very strong case to initiate formal teaching and training in computational science per se in order to facilitate the introduction of such methods to those with a weaker background.
	Yes, EPSRC recently set up HEC Training Centres and Studentships, which were announced in a confused manner. UCL bid for both of these but was unsuccessful in receiving funding, primarily because we fundamentally disagreed with the proposed structure of these. It turned out to be a firm EPSRC requirement, based on recommendations made by the UK’s High End Computing Strategy Committee, that the training centres would allow visiting students to pick and choose when they would take various master’s level courses, at all stages throughout an HEC PhD project. While it might be possible for students to take say an MBA in such a manner, there can be no logic to having students embark on PhD research while only learning the methodology and best practice during later stages of their scientific or engineering research.

	8
	Mark Rodger, Warwick


	They don’t do any formal programming as undergraduates so need to pick this up once they join the group. They start with little knowledge of the underpinning theory. They are reasonable prepared for electronic structure methods but they haven’t done molecular dynamics, so it’s a steep learning curve. Mark Rodger takes them through what they need – this involves lots of repetition for with the different students. They go to the CCP5 summer school in June/July – this is about 9 months into their PhD, but they wouldn’t have the background to appreciate the school earlier.
	Warwick have a HEC training centre, so approve of the initiative. There is a desperate need for a 4 year PhD with formal training, especially for theoretical chemistry. Students come with a good grounding in chemistry but they are weak in methods. The only concerns are whether the courses can be tailored to each student and also that they might be difficult to match with teaching terms. It’s a very good idea to try though. The networking will be very good for the students and formal training all the way through the PhD will also be useful. In some ways it might be best for them to do all their training at once but on the other hand they may get more out of it if they get some science background, then do some training.

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	This is not as structured as it should be. They get instruction on how to use the codes and tools within the group, there is no structured training course, it is done on an individual ad hoc basis. 

Interested to see how the HEC studentships will work.
	Have an HEC studentship.



	10
	Stewart Cant, Cambridge
	Undergraduates are involved in projects. Students have used the NEWT code and one student has been coding this year. There is a 4th year lecture course on CFD where the students have to code in FORTRAN. There is also a postgraduate CFD course involving coding which is well attended.
	The HEC studentships are a great idea!



	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	They are users of the code rather than code developers. The science background of the students is important rather than code development. Students only need to know a small amount about the code. They don’t do any optimisation.
	Neil Sandham and Gary Coleman didn’t apply as they didn’t think it would work very well for them. The students would need to be willing to move around to the different centres. Kai Luo put in an application that was not funded.

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	DTC now addressing some of these issues.


	Yes – support from David Henty including a specific half day course/workshop for IB

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	As previously mentioned, the consortium runs workshops on using parallel machines. The also make use of the EPCC training courses. The PhD students do get involved in code development, but it’s a steep learning curve for them. The smart students pick it up though.
	HEC studentships currently only EPSRC.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	People get sent on CSAR and HPCx courses if they want to learn more about parallel programming. These courses are appreciated by the researchers – the feedback describes them as good and interesting.
	NERC aren’t yet involved with the HEC studentships, but are debating whether they should be. Money is the limiting factor.

	
	Earth Sciences

	15
	David Price , UCL
	The researchers mostly train each other within the group, but they are sometimes sent away to workshops (e.g. DL_POLY etc.) 6 to 9 months after they start.
	Yes – No



	
	Astrophysics

	16
	Carlos Frenk, Durham
	The students go to EPCC courses. They have said though that they would like more background before going off on these courses. They feel as if some of the basic tools are missing, e.g. how to use parallel programming. The physics degree teaching of computational techniques is very weak.
	The EPCC courses are good, e.g. for parallel computing courses. They aren’t aware of any other initiatives.



	17
	Andrew King, Leicester
	UKAFF runs a Fellowship scheme (with the Leverhulme Trust) and puts on highly successful courses in parallel programming which have been attended by a large number of scientists from many institutions.
	

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	Most have attended courses on MPI, serial and parallel optimisation etc., as organised by HPCx, and elsewhere. Equally important are plasma physics courses (Imperial plasma course, and Culham plasma physics summer school), and training in numerical techniques, which is much harder to find and is generally learned on the job.
	We have greatly appreciated the HPCx courses which we have attended

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	I am not aware of anything beyond the Cardiff MSc and the new HEC studentship initiative
	Yes. Too early to say.



	20
	James Annett, Bristol (CCP9)
	
	The HEC studentships are a good idea, but has the time division been well thought through?


	
	Staff Issues  III.

	
	
	g) Is it your impression that the UK has a healthy pipeline of young computational researchers coming through in your field?
	h) Do you have any comments about the university environment for computational research and the career trajectories of those who pursue it? 

	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	We do our best, often through Northern Ireland government money in training PhDs in this area. There is insufficient appreciation of HPC when it comes to subject (Physics) specific decisions in award of e.g. EPSRC Advanced Fellowships. So although the pipeline starts well the throughput to tenured academic posts in the area is impeded. As an example we can site Dr. Karen (Meharg) Cairns who gained extensive HPC knowledge in her PhD studies which would have made a vital contribution to the development of another HPC code in intense laser matter interactions as a PDRA. EPSRC Physics did not fund the PDRA post, Karen in consequence moved to a PDRA post in Applied Statistics where she has recently (after just one year) gained a RCUK Academic Fellowship carrying a guaranteed permanent academic post in that subject.
	The career trajectories are not as good as in other areas. In particular proper recognition is not taken of code development, which inevitable leads to fewer publications than does running packages or making calculations based on qualitative or at best semi-quantitative approaches. However the code development, as well as the young scientists capable of doing it, are the seed corn for the next 20 to 30 years.

	2
	Dan Dundas, QUB (CLUSTER)
	It could be better.
	

	3
	Dan Dundas, QUB (H2MOL)
	There is a shortage of young computational researchers.

Meeting notes: 

Manpower will be a problem sooner or later. The major issue here is getting the funding rather than the people – they have plenty of interest from talented students. It’s difficult to get applications through if one referee is very negative because they don’t have a proper appreciation of what code development involves. Manpower to develop and exploit code is important as well as having the machine. The UK does not fund as much code development as it should. It has kept up well on having a good machine, but both are important for the UK to be internationally competitive. It might help to have an HPC user on the panel. If students are not kept, they will go over to US groups and give them the advantage. The group has good code and the foresight to develop future codes. “heritage” allows them to estimate how HPC will move on and they can therefore anticipate what problems will be able to be addressed as new advances in HPC are made.

The balance between code/machine was better in the T3D days. Now not enough resources are going into code development. There’s no point having a good machine if it’s not used properly!

International students are more talented at code development. UK undergraduate teaching is not as good for numerical skills. UK undergraduates are not given the same amount of programming teaching as e.g. in Holland where programming is taught during the first term. Really good students want to do code development. Students treating codes as a black box does not lead to good science. Joint physics/maths students are best if you can get them. They need to be meticulous in attitude as well as logical.
	Careers: My impression (probably wrong) is that HPC has fairly limited use in the UK Industry sector: software engineer, aero/fluid dynamics, engine design, power generation, material science, meteorology, some pharmaceutics and genomics. It is still a specialised skill reserved for very high-spending research.



	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 

	No, I think we have a problem that arises from the gap between undergraduate chemistry, and in particular its low mathematical content, and what is done at the research level. It is not so much a question of ability, but about students lacking awareness.
	It is difficult to generalise, since I have certainly observed wide variance in the level of support offered by different universities.

Meeting note: Cardiff are currently putting together their HEC strategy and trying to convince the university to put funding in. We were given a presentation on HEC at Cardiff by Alex Hardisty (Grid Centre Manager).

The acquisition of a high performance computer by Swansea caused concerns at Cardiff about their HEC strategy. A working group was set up to sort out the HEC strategy. There is a real institutional drive to support HEC at Cardiff, so the environment at Cardiff is likely to improve in the future. At the moment the infrastructure around the machines they do have is somewhat patchy. The machines are in separate departments and the support is scattered. Some machines are used all the time, but 1 or 2 facilities are underused as there isn’t enough support for the researchers who might like to use them. Support as well as equipment is important. In the future they would like a less scattered approach -  maybe 1 or 2 centralised facilities.

	5
	Jonathan Tennyson, UCL
	Fairly good.
	The University environment is good. Computational atomic and molecular physics is healthier than experimental atomic and molecular physics in the UK.

Career trajectories – people do well in the financial services as they have very good numerical skills.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	Students are interested in computational research, but not code development. Codes are becoming more user friendly, so students can use them without knowing much about coding.


	This is a disaster! There aren’t many academic positions for people who want do coding and research. People who do code development get fewer publications so are less competitive for academic posts. 

Peer review is a problem. Code development is not given enough respect, but it is something that the UK is very good at. e.g. Different Universities have collaborated on codes like CASTEP, which would never happen in the US. However, the system discourages collaboration because people then don’t get sole credit for developing a code which makes them appear less competitive for jobs. 

Code development proposals submitted to peer review should perhaps have a separate category with specific guidance notes to referees about what should be expected from a code development project. 

The RAE should assess the impact of code development e.g. by number of people using a code or the scientific impact of a code.

(N.B. these comments about difficulties with code development are true for development projects in general – e.g. instrument  development).

	7
	Peter Coveney, UCL

	No. Although Coveney has been lucky to recruit highly talented and exceptionally capable people, the general level of skills in this field is low in the UK, partly as a lack of those with appropriate backgrounds in physical sciences, engineering and mathematics. Compounding the difficulty in recruitment is the ridiculous restriction applied to eligibility of EU citizens for UK Research Council funded PhD studentships.


	Some subjects are much more amenable to recognising the importance of computational science than others; physics, for instance, has traditionally regarded computational physics with some suspicion, whereas chemistry has embraced computational chemistry rather fully. There is a growing recognition of the importance of computational science for the long-term future of all science, engineering and medical research.

	8
	Mark Rodger, Warwick
	Out of the 6 PDRAs advertised over the last 5 years, only 1 suitable UK applicant was identified, so no. Few UK people apply and they are not competitive with the international applicants. Most people in the simulation area are saying the same thing.
	

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	Judging by the number of non-British researchers in the consortium, no. It’s hard to get UK engineering students interested in doing PhDs. Perhaps because students who are interested in research tend not to go into engineering in the first place? There are also financial issues.

However, UK young researchers is a general issues, it’s not unique to computational areas.
	This varies, even within the consortium, but is mostly good. Glasgow has a good environment as it has a dedicated cluster and visualisation facility. They are focussed on a narrow set of tools which they have a good level of expertise in.

Only a minority stay in academia, most go into industry.

	10
	Stewart Cant, Cambridge
	Good students are coming through from Cambridge and from other UK universities as well. There are also lots on international students coming in – particularly Canadians and Australians. PhD students from third world countries have been coming in on Gates Scholarships.
	The environment is excellent, with good support. Many people stay in academia and find it fairly easy to get positions. HPC is a good career prospect as HPC trained people are very marketable.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	No. The availability of studentships is an issue. They would like more project studentships, but worry that this might cause problems at panel because of the money involved. It’s also difficult to get the money and the student at the same time for new projects. They can fill studentships they know in advance with their own students.

Few PDRA applications are from UK researchers. Graduates in engineering don’t want to do PhDs. They do engineering because they want to go into industry. The UK applicants they do get are very good, although they may have to be taught how to develop code.

It was suggested that PhDs should be longer. Sometimes they have to lower their expectations about what a student can achieve because they only have three years, not four.
	

	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	Yes.


	University environment provides better collaborative research opportunities and support groups.

	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	It’s not that easy to recruit computational researchers – there are fewer coming through than they would like. There are more projects available than good students to fill them. They could support about twice as many students as they do as far as the science is concerned, although funding for students is a limitation as well as recruiting.

Many potential researchers find string theory attractive, but are less interested in lattice simulation. Theoretical physicists don’t really like getting involved in computational simulation – they want to be more pure. However, the students they do have are very high quality.
	There was one comment that the British PhD is too short – 4 years of funding would be more sensible, particularly for code development. Most of the consortium said that it was a good environment though. It was pointed out that PPARC will fund 4 year PhDs from next year.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	Yes, the young researchers are very impressive. High calibre PhD students and PDRAs are coming through at the moment. They are also adaptable and prepared to put in the effort to learn different programming languages.

This probably results from the current high levels of funding for climate research, combined with the fact that there’s a high motivation for environmental subjects. There’s a lot of interest in any posts advertised so they can then pick the best people and afford to fund them.
	This is difficult to answer for the whole of NCAS as it covers a number of universities. Reading is a flagship department, so has a good environment. It may be more difficult for researchers in smaller groups. Most of the NCAS partners are 5* departments, so the experience at these groups should tend to be good.

Career trajectories are good at the moment, again because of the high level of funding for climate change research. PDRAs often go abroad (America, Australia, Europe) or to the Met Office (the Met Office are keen to keep this going.) It hasn’t always been this good and it is impossible to tell what will happen in the future. However, whilst climate change is a big government issue then it well attract good levels of investment. The impact on people is a big driver.

	
	Earth Sciences

	15
	David Price , UCL
	Yes but our feeling is that demand outstrips supply sometimes.

Meeting note: they aren’t overwhelmed with applications (but say also that they don’t have an overwhelming number of jobs available). People tend to come from physics and chemistry. There are good people out there, but the field is growing faster than PhD students are coming through. They need more PhD students. Their PhD students are about 50:50 UK:International
	UCL has a good environment and career trajectories.



	
	Astrophysics

	16
	Carlos Frenk, Durham
	There is too little expertise in programming. The students have to spend the first year learning how to program. They arrive knowing a bit of FORTRAN and not much else.

Most of the PDRAs are foreign. They have Chinese, Canadian, Japanese and American short term PDRAs and only 1 Bristish. Some of the long term PDRAs are British, but not all. Most applicants for new posts are foreign. There is not enough UK training.
	The university environment at Durham is very supportive because HPC is a high profile activity there. The VC is supportive of HPC. Such strong support is rare in the UK. This support stems from the strong presence the Durham group has (e.g. they recently got onto Newsnight).

It’s hard to convince PPARC to fund computational people – they want to fund “science”. Hence career trajectories are not very clear. The support side is also hard to fund – i.e. people like Lydia Heck who are essential.

	17
	Andrew King, Leicester
	
	

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	We attract very good applicants, but it seems relatively tough to find individuals who have combined strength in physics, mathematics and computational science.
	Scientific computing is becoming a higher priority than it used to be at Culham. Career prospects should be excellent in the wider community, even if permanent jobs in fusion are hard to find. Manpower is short in this area within the fusion field.

Meeting note: most applicants are attracted because of an interest in fusion.

	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	No, I think we have a problem that arises from the gap between undergraduate chemistry, and in particular its low mathematical content, and what is done at the research level. It is not so much a question of ability, but about students lacking awareness.
	It is difficult to generalise, since I have certainly observed wide variance in the level of support offered by different universities.

Meeting note: Cardiff are currently putting together their HEC strategy and trying to convince the university to put funding in. We were given a presentation on HEC at Cardiff by Alex Hardisty (Grid Centre Manager).

The acquisition of a high performance computer by Swansea caused concerns at Cardiff about their HEC strategy. A working group was set up to sort out the HEC strategy. There is a real institutional drive to support HEC at Cardiff, so the environment at Cardiff is likely to improve in the future. At the moment the infrastructure around the machines they do have is somewhat patchy. The machines are in separate departments and the support is scattered. Some machines are used all the time, but 1 or 2 facilities are underused as there isn’t enough support for the researchers who might like to use them. Support as well as equipment is important. In the future they would like a less scattered approach -  maybe 1 or 2 centralised facilities.

	20
	James Annett, Bristol (CCP9)
	Typical physics students now have less computing knowledge. They can use fancy packages, but they don’t know how to do the basic coding. They treat the code as a black box. This is not a good situation – it is equivalent to an experimentalist not being able to tinker with equipment if they realise that it is giving odd results. PhD students are not motivated by the idea of doing computing. Supervisors are under pressure to publish, so they can’t spend much time on developing code or teaching the students to develop code. It’s also difficult these days to get department consensus about what languages to teach. (In the old days everyone learnt FORTRAN.)
	Being a computational scientist doesn’t guarantee an academic career (although it does in the States.) 




6.11 Research Council Funding

What proportion of your research related to HPC is funded by EPSRC? 
How much funding (if any) do you have from the other research councils?

	
	Research Council Funding

	
	
	a) What proportion of your research related to HPC is funded by EPSRC? 

	b) How much funding (if any) do you have from the other research councils?



	
	Atomic, Molecular and Optical Physics

	1
	Ken Taylor, QUB (HELIUM)
	All


	Zero.



	2
	Dan Dundas, QUB (CLUSTER)
	100% of computational resources funded by EPSRC


	None.



	3
	Dan Dundas, QUB (H2MOL)
	100%


	0%.

	
	Computational Chemistry

	4
	Peter Knowles, Cardiff 
	Most


	Jonathan Tennyson is funded by PPARC



	5
	Jonathan Tennyson, UCL
	Hardcore funding for HPC comes from EPSRC


	Some funding from PPARC and NERC – EPSRC funded work feeds into this.

	
	Materials Simulation and Nanoscience

	6
	Richard Catlow, RI and UCL
	Mostly EPSRC (70% over the last 3 years). The rest is EU, with a small amount of industry funding.
	There is some NERC funding for e-Science work which has a bit of overlap with HPC.

	7
	Peter Coveney, UCL
	90% by EPSRC


	10% by BBSRC



	8
	Mark Rodger, Warwick
	
	

	
	Computational Engineering

	9
	Ken Badcock, Glasgow
	1/3 funded by EPSRC


	

	10
	Stewart Cant, Cambridge
	All of the HPC work is EPSRC funded. Industry do not fund HPC research directly although they will contribute to HPC projects.
	None. They have talked to NERC about pollutant dispersion, but did not get any funding.

	11
	Neil Sandham, Gary Coleman, Kai Luo - Southampton
	For the old consortium, about 2/3. In the new bid, about half.


	The rest of the funding comes from industry, DTI, EU.



	
	Computational Systems Biology

	12
	Sharon  Lloyd, Oxford
	All


	JISC for VRE project approx £300K.



	
	Particle Physics: Quarks, Gluons and Matter

	13
	Jonathan Flynn,  Southampton
	None.


	All from PPARC.



	
	Environmental Modelling

	14
	Lois Steenman-Clark,  Reading
	No EPSRC funding


	Funding is all from NERC or the EU.

	
	Earth Sciences

	15
	David Price , UCL
	0%


	Perhaps £1.5M at present?

	
	Astrophysics

	16
	Carlos Frenk, Durham
	Virgo was launched by EPSRC in the 1994 “grand challenges” initiative. PPARC then moved away from EPSRC which was bad for Virgo as there isn’t much PPARC supported HPC science. They have invested almost nothing in computational cosmology. Virgo has survived from JREI, JIF and private funding.
	

	17
	Andrew King, Leicester
	None.


	Funding of UKAFF Facilities: The initial UKAFF installation was funded with £2.41M from HEFCE's JREI program (the largest single award in the 1999 round). Additional funding from PPARC includes the following:

· £175K for running costs;

· £580K for staff costs to end of 2007;

· £265K for interim upgrade (UKAFF1A).

In addition £300K has been provided by the EU, primarily for training European astrophysicists in the use of HPC, and £500K from the Leverhulme Trust to fund fellowships which have been taken at different institutions around the UK. UKAFF1A is housed in an extended machine room which was funded by SRIF-2. We expect FEC to be a major source of funding for running costs in the future although it is not obvious how this operates when we are not a closed consortium but have an observatory mode of operation. There's an unwillingness to charge users for access to the facility

	
	Plasma Physics: Turbulence in Magnetically Confined Plasmas

	18
	Colin Roach, UKAEA Culham
	UKAEA staff time is 80% paid for by EPSRC and 20% by Euratom. All other HPC costs are met by EPSRC.
	None.



	
	The Collaborative Computational Projects (CCPs)

	19
	Peter Knowles, Cardiff (CCP1)
	Probably more than half.


	Some BBSRC support.



	22
	Earnest Laue, Cambridge (CCPn)
	None.
	CCPn does not use HPC at present. It’s funding comes from BBSRC.


7. Appendix 2. The HPC Questionnaire.
Please answer these questions specifically related to your research involving HPC.
Research

1. Your Research Priorities

Please provide a few sentences summarising the main research projects and objectives of your group which make use of HPC. Include any “grand challenges” that you would like to address.

2. Achievements

What are the major achievements and contributions of your group? Please identify three publications which summarise your achievements and highlight any recent breakthroughs you have had. 

3. Visual Representation of Results

Please could you provide some visual representation of your research activities, for example short videos or PowerPoint slides - in particular PowerPoint slides which would highlight the major achievements of your work to someone not actively engaged in your research field.

4. Prestige Factors

a) Have you ever been invited to give a keynote address on your HPC based research?

b) Have you ever been invited to serve on any review panels?

c) Have any other “prestige factors” arisen from your research?

5. Industry Involvement

a) Do any of your research projects involving HPC have any direct links to industry?

b) Have any of the researchers previously involved in these projects moved into jobs in industry?  

6. Comparison/links between the UK and other countries

a) Who are the leaders in your research field in other countries?

b) Do they have better computational facilities than are available in the UK? Please give details of how their facilities compare and your views on how this correlates with the scientific impact of their research.

Statistics

7. Computational Aspects of Your Research

a) Approximately how much time on HPCx or CSAR do your current research projects use or require?

b) Do you make use of any departmental or university HPC service, and if so for how much time? If so, what is this service, how is it funded and how much of it do you typically use?

c) Can you estimate the total amount of computation your projects need? For example, what would be the total number of floating point operations that need to be carried out in the course of the project and how long would the project last? 

d) Do you find that access to these services is readily available, or are there time delays in getting access?

e) Do the current services meet your needs, or are there any limitations other than access time? If so, what are they?

f) What would be the ideal features of future services after HECToR for the science you want to do? 

g) What application codes constructed in-house do you use?  What application codes constructed elsewhere do you use?  Who (if anyone) within your research group or elsewhere, develops, makes available, supports and gives training in the use of these codes?

h) Do you run mostly throughput or capacity jobs (i.e. jobs that can be easily accommodated on mid-range platforms) or capability jobs (i.e. those which require high-end machines of international-class specification)? What factors affect this balance for your work? Can you easily migrate your codes between different platforms as they become available to you, and do you in fact do so?

i) Have the codes that you use been ported to high-end machines and tuned so that they make effective use of such systems? 

j) What is the biggest single job you need, or would like, to run (total number of floating point operations, memory needed, I/O requirements) and how quickly would you need to complete it?

8. User Support

Is sufficient user support provided by the services? If not what additional support is needed?

9. Staff Issues

a) How many PDRAs does your group currently include?

b) How many MSc students?

c) How many PhD students?

d) Does your group’s work have any impact on undergraduate students?

e) Do your young researchers receive technical training to equip them for modern computational research? If so, please give details.

f) Are you aware of current Research Council initiatives in training for computational science and engineering? Do you have any comments on them?

g) Is it your impression that the UK has a healthy pipeline of young computational researchers coming through in your field?

h) Do you have any comments about the university environment for computational research and the career trajectories of those who pursue it? 

10. Research Council Funding

a) What proportion of your research related to HPC is funded by EPSRC?

b) How much funding (if any) do you have from the other research councils?

8. Appendix III. Detailed Publications and Presentations

Sharon Lloyd 

2004

21 January. Lecture to e-science launch Meeting, Said Business School, Oxford

2 February.  Lecture to Imperial College London

3 February.  Lecture to Infotech Pharma meeting, London

19 February  Conway Lecture at University College, Dublin

28 February  Plenary lecture to launch meeting of Biosimulation, Kyoto, Japan

1 March Lecture to Aizu-Wakamatsu University, Japan

2 March Lecture to Fukushima Medical College, Japan

18 March Lecture to Basel Computational Biology meeting (BC2)

7 April  Presentation to Wellcome Trust on Cardiac Physiome Project

21 April Lecture to Mathematical Biology meeting, Lyon, France

7 April Lecture to Genomics Round Table meeting, Bordeaux, France

18 April  Lecture, St John’s College, Oxford

29 May  Colloquium on genetics with Pierre Sonigo, Maison Francaise, Oxford

4-5 June, 3 Presentations to Paris Science festival. 

29 June  Presentation to Advanced Management Programme, Templeton College

7 July  Lecture to 2nd PharmaGrid meeting, Zurich, Switzerland

2 August Plenary lecture to International Society for Computational Biology Congress, Glasgow

17 August  Lecture at Templeton College

16 September  Lecture at Medical School of Imperial College London

24 September  Plenary Lecture to Physiology Congress, Russia. Awarded Pavlov Medal of Russian Academy of Sciences

25 September  Lecture to Physiome Project Meeting, Ekaterinburg, Russia

1 October, Hodgkin-Huxley-Katz Lecture of Physiological Society

11 October Plenary Lecture to International Congress of Systems Biology, Heidelberg, Germany

19 October  Lecture to EUFEPS Conference, London

21 October  Lecture to Advanced Management Programme, Templeton College

29 October  Lecture in Seoul, South Korea

27 November  Lecture to 2nd Kyoto Biosimulation meeting, Kyoto, Japan

17 December  Lecture to GlaxoSmithKline, Cambridge. 

14 January  Lecture to Biochemical Society meeting on Systems Biology, Sheffield

31 January  Lecture, Biosciences seminars, Birmingham University

4 February  Plenary Lecture to SysBio meeting, Helsinki, Finland

7 February  Lecture to Weatherall Institute for Molecular Medicine, Oxford

Papers published or in press

(Crampin et al., 2004, Feytmans et al., 2005, Fink et al., 2005, Garny et al., 2005, Hinch et al., 2005, Lei et al., 2004, McVeigh et al., 2004, Moore & Noble, 2004, Noble, 2004, Noble, 2005, Noble, 2005, Noble, 2005, Noble, 2005, Noble, 2005, Noble, 2005, Roux et al., 2005, Ten Tusscher et al., 2004)
1. Crampin, E.J., Halstead, M., Hunter, P.J., Nielsen, P., Noble, D., Smith, N. & Tawhai, M. (2004) Computational Physiology and the Physiome Project, Experimental Physiology, 89(1), pp. 1-26.

2. Feytmans, E., Noble, D. & Peitsch, M. (2005) Genome size and numbers of biological functions, Transactions on Computational Systems Biology, 1, pp. 44-49.

3. Fink, M., Noble, D. & Giles, W. (2005) Contributions of inwardly-rectifying K+ currents to repolarization assessed using mathematical models of ventricular myocytes, Philosophical Transactions of the Royal Society, pp. in press.

4. Garny, A., Noble, D. & Kohl, P. (2005) Dimensionality in cardiac modelling, Progress in Biophysics and Molecular Biology, 87, pp. 47-66.

5. Hinch, R., Lindsay, K., Noble, D. & Rosenberg, J. (2005) The effects of static magnetic field on action potential propagation and excitation recovery in nerve, Progress in Biophysics and Molecular Biology, 87, pp. 321-328.

6. Lei, M., Jones, S., Liu, J., Lancaster, M., Fung, S., Dobrzynski, H., Camelitti, P., Maier, S.K.G., Noble, D. & Boyett, M.R. (2004) Requirement of Neuronal and Cardiac-type Sodium Channels for Murine Sinoatrial node Pacemaking, Journal of Physiology, 559, pp. 835-848.

7. McVeigh, A., Allen, J.I., Moore, M.N., Dyke, P. & Noble, D. (2004) A carbon and nitrogen flux model of mussel digestive gland epithelial cells and their simulated response to pollutants, Marine Environmental Research, 58, pp. 821-827.

8. Moore, M.N. & Noble, D. (2004) Editorial: Computational modelling of cell and tissue processes and function, Journal of Molecular Histology, 35, pp. 655-658.

9. Noble, D. (2004) Modeling the Heart, Physiology, 19, pp. 191-197.

10. Noble, D. (2005) Commentary: Physiology is the Logic of Life, Japanese Journal of Physiology, 54, pp. 509-520.

11. Noble, D. (2005) The heart is already working, Biochemical Society Transactions, pp. in press.

12. Noble, D. (2005) Multilevel modelling in systems biology: from cells to whole organs Systems modelling in cellular biology (Cambridge Mass, MIT Press).

13. Noble, D. (2005) The role of computational biology, The Biochemist, pp. in press.

14. Noble, D. (2005) Systems Biology and the Heart, Biosystems, pp. in press.

15. Noble, D. (2005) Systems Biology of the Heart, in: R. Winslow (Ed)) Encyclopedia of Genetics, Genomics, Proteomics and Bioinformatics (Chichester, Wiley).

16. Roux, E., Noble, P.J., Noble, D. & Marhl, M. (2005) Modelling of calcium handling in airway myocytes, Progress in Biophysics and Molecular Biology, pp. in press.

17. Ten Tusscher, K.H.W.J., Noble, D., Noble, P.J. & Panfilov, A.V. (2004) A model of the human ventricular myocyte, American Journal of Physiology, 286(4), pp. H1573-1589.

18. 
Keynote address at NOTUR May 2005

David Price
GDP:

2002 Session convenor and speaker at IMA Edinburgh

2002 Invited Speaker and Session Chair, Fall AGU, San Francisco.

2003 Invited speaker Vening Meinesz Research School Integrated Geodynamics Symposium, Univ Utrecht.

2003 Invited speaker, Spring Meeting American Physical Society, Austin Texas.

2003 Keynote Speaker, Union Symposium “The State of the Planet”, IUGG Sapporo Japan

JPB:

2004 EMPG-X, Frankfurt, 2004.

"Constraining Chemical Heterogeneity in the Earth's Mantle"

2003 The Deep Earth EURESCO Conference, Marate, Italy,

"Ab Initio Calculations on the Properties of Lower Mantle Minerals and Implications for Seismic Tomography"

2003 Union Session, EGS-AGU-EUG Joint Assmebly, Nice, France, "Are computational mineral physics results accurate enough to detect chemical heterogeneity in the Earth's mantle?" (solicited)

2003 2nd Workshop of Mantle Composition, Structure and Phase Transitions, Frejus, France, "Computational Mineral Physics and the Properties of Alumina and Iron Bearing Perovskites"

2002 Dept. of Earth Science, The University of Bristol, 

"The Physical Properties of Mantle Minerals: Towards Interpreting Seismic Tomography"

2001 Dept. of Earth Science, The University of Leeds, Oct. 2001.

"The Physical Properties of Mantle Minerals"

2001 Mantle Convection and Lithospheric Deformation Meeting, Aussois, France,

"Computational Mineral Physics and the Physical Properties of Mantle Minerals"

2001 CECAM/Psi-k Workshop, Lyon France, July 2001. "The Effect of Aluminium on the Physical Properties of Perovskite"

DA

2001 Invited speaker, Liquid network workshop, Bath, U.K.

2001 Invited speaker, X International workshop on total energy methods, International Centre for Theoretical Physics, Trieste, Italy

2001 Invited speaker, II International workshop on nuclear inelastic scattering, European Synchrotron Research Facility, Grenoble, France

2001 Invited speaker, AGU spring meeting, Boston, USA

2002 Invited speaker, XI International workshop on total energy methods, Tenerife, Spain

2002 Invited speaker, AGU spring meeting, Washington DC, USA

2002 Invited speaker, International Conference on Warm Dense Matter, DESY, Hamburg, Germany

2002 Invited speaker, European Physical Society, Condensed Matter Division (CMD-19), Brighton, UK

2002 Invited speaker, CECAM/Psi-k Workshop The Diffusion Monte Carlo Method, CECAM, Lyon, France

2003 Invited speaker, Second meeting of the Study of Matter at Extreme Conditions (SMEC), Miami, USA

2003 Invited speaker, IXS-CAT workshop, Argonne National Laboratory, Argonne, USA

2003 Invited speaker, EGS-EUG-AGU Meeting, Nice, France

2003 Invited speaker, AIRAPT-EHPRG, International conference high pressure science and technology, Bordeaux, France. 

2003 Invited speaker,  The Deep Earth: Theory, Experiment and Observation, Acqufredda di Maratea, Italy

2004 Invited speaker, March meeting of the American Physical Society, Montreal,

Canada

2005 Invited speaker, XII International workshop on total energy methods, International Centre for Theoretical Physics, Trieste, Italy

2005 Invited speaker, Third meeting of the Study of Matter at Extreme Conditions (SMEC), Miami, USA

2005 Invited speaker, Psi_k-2005, Schwabisch Gmund, Germany

2005 Invited speaker, Workshop on Ab initio Simulation methods beyond Density Functional Theory, CECAM, Lyon, France.

DA has also delivered 10 additional invited seminars at Institutions in various Universities and international scientific laboratories between 2001 and 2005. He has also been invited to participate to the BBC radio 4 program “the material world” in 2002 (which was broadcast live). 
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