RealityGrid

Real science on computational grids
RealityGrid uses grid technologies to model and simulate very large or complex condensed matter structures and so address challenging scientific problems that would otherwise remain out of reach, or even be impossible to study. It enables the linking of massive computational resources at high performance computing centres and experimental facilities. A "fast track" approach uses and extends currently available grid middleware to construct a working grid, while a "deep track" addresses research issues aimed at enhancing RealityGrid’s grid based problem-solving environment.

Computational Steering

----------------------

The central theme of RealityGrid is computational steering, which enables the scientist to choreograph a complex sequence of operations or ‘workflows’. Many elements can be run concurrently, dramatically reducing the time taken to discover new insight and results. This approach has been used with lattice-Boltzmann and molecular dynamics modelling methods. The TeraGyroid and Steered Thermodynamic Integration of Molecular Dynamics (STIMD) projects have also used computational steering.  Owing to the current difficulties in working with grids, most use of the RealityGrid steering Application Program Interface (API) and associated library, which are designed for flexible use, has been off a grid. More than ten codes, from within and outside the RealityGrid project, have been made steerable and several other projects, including Integrative Biology (see p. ?), have adopted the steering system.  Groups at the Universities of Loughborough, Edinburgh, Manchester and University and Imperial Colleges, London are deploying RealityGrid computational steering in innovative ways.   
Grid computing: facilitating access for users

---------------------------------------------
Existing technology does not quite live up to the promise of grid computing: no existing middleware handles all aspects of job submission, steering, visualisation and workflow manipulation. RealityGrid has been developing middleware that is easy to use and light on resources. The Perl-based OGSI::Lite middleware (used in the TeraGyroid project) developed into the WSRF::Lite framework which was used to build two middleware toolkits, WEDS (Web services Environment for Distributed Simulation) and AHE (Application Hosting Environment).  WEDS permits transparent access to resources within a local area network, for example inside a university. The AHE extends the WEDS philosophy by retaining the lightweight client side, while enabling uniform access onto remote grid resources, all of which, at present, use the Globus Toolkit. 

TeraGyroid

----------

The TeraGyroid project coupled cutting-edge grid technologies,

high-performance computing, visualisation and computational steering to perform unprecedented, large scale grid-based lattice-Boltzmann simulations of defect dynamics in amphiphilic liquid crystals. Jointly funded by the NSF and EPSRC, it linked the US TeraGrid and the UK National Grid Service (NGS).
The TeraGyroid project won major awards at Supercomputing 2003 in Phoenix, Arizona and at the International Supercomputing Conference 2004 in Heidelberg. Detailed analysis of the 2TB of scientific data generated in 2003-04 is on-going.

STIMD: Steered Thermodynamic Integration using Molecular Dynamics

-----------------------------------------------------------------

Understanding the nature and mechanism by which small peptides bind to Src homology 2 (SH2) protein signalling domains could lead to the development of drugs that inhibit specific SH2 protein domains. An important task is to calculate rapidly and accurately a difference in binding free energies between two drug candidates and their target.

By integrating the RealityGrid steering library with NAMD (a highly-scalable classical molecular dynamics application) and VMD (a visualisation package), the RealityGrid team was able to dramatically speed-up the existing technique of thermodynamic integration (TI) to allow a binding affinity calculation within a few days rather than many months off-grid. The team is planning to use it for research on HIV protease/inhibitor binding affinities.  

SPICE: Simulated Pore Interactive Computing Environment

---------------------------------------------------------------------

At Supercomputing 2005, the SPICE project will use the TeraGrid and NGS to demonstrate steered MD simulations of single-stranded DNA passing through an alpha-hemolysin protein pore embedded in a lipid bilayer membrane. The ultimate aim of this project is to compute the free energy profile of nucleic acid strands within protein pores -- a topic of central interest for understanding the translocation of genetic material across cells.

SPICE is part of a joint US/UK project in which the US collaborators will be performing whole human arterial tree simulations, and vortex knot dynamics studies, respectively.

Industrial collaborations

-----------------------

RealityGrid has also been addressing the transmission and visualisation of three-dimensional complex data sets. MUST, a collaborative project between the research arm of BT, BTexact, and RealityGrid, is exploring the application of IP multicast for rapid, efficient and reliable data transmission and dissemination in grid technology. RealityGrid is also working with SGI to develop grid approaches to computation, visualization, and steering; with Schlumberger to improve understanding of complex fluid flow in subterranean reservoirs, and with the Edward Jenner Institute for Vaccine Research for the development of computational vaccinology.

Future directions

--------------------

The steered lattice-Boltzmann fluid dynamics code is being used to model the properties of complex fluids in porous media - crucial for efficient extraction of oil from wells. RealityGrid enables the simulation of large, complex biomolecular systems such as the major histocompatibility complex, which will improve our understanding of the immune response. 

RealityGrid methodology and capabilities are now embedded within a large number of ongoing projects (see below). A recently published Theme Issue of Philosophical Transactions of the Royal Society* describes many of the scientific and technological advances made through the RealityGrid project
Technology Transfer

The following projects are using capabilities developed under RealityGrid: 

1) Rapid Prototyping of Usable Grid Middleware, an EPSRC-funded project to develop the highly usable OGSI::Lite/WSRF::Lite

middleware. 

2) Discovery of Functional Ceramics using Combinatorial Methods, an EPSRC research project in high throughput materials science.

3) Exploitation of Switched Lightpaths for e-Science Applications (ESLEA) which provides exemplars in three key e-Science areas, high performance computing (represented by RealityGrid), astronomy and high energy physics and health. It is funded jointly by EPSRC, PPARC, MRC and DTI.  

4) Integrative Biological Simulations, a three-year BBSRC-funded

e-Science project in computational systems biology, aiming to integrate various levels of modelling and simulation from the quantum mechanical electronic structure level to the cell biological level (thereafter connecting to the levels covered within the Integrative Biology project).

5) Robust Application Hosting, an OMII Managed Programme grant, aiming to develop, validate, harden, and standardize WSRF::Lite.

*P V Coveney (ed.), Scientific Grid Computing, Philosophical Transactions of the Royal Society of London Series A, Volume 363, 15 August 2005.

