Output from the Emerging Technologies Workshop Discussion Sessions

Architectures Session

(Ian Reid, Ash Vadgama, Jose Munoz, Simon MacIntosh-Smith, Phil Andrews, Duncan Roweth, Richard Kenway, Mike Levine, Steve Dawes.)
Relative to peak, sustained performance is likely to drop-off dramatically … due to the advent of multi-core which makes the bandwidth problem much worse. This general imbalance between compute and memory bandwidth is seen as a major problem.

Multi-core does not have the scalable memory bandwidth of an SMP.

This is an imminent problem (within 12 months or so) – all vendors are moving to multi-core.

When space for lots of cores may have a heterogeneous mix of low-power and high-power compute cores which can be selected based on bandwidth required. Also specialist cores (FPGAs, GPUs, maths co-processors, …) There is an opportunity here in the next 5-10 years for some help for the HPC community.

Specialist motherboards using commodity components may be something which can benefit HPC.

ACTION: The need for software/algorithm improvements to better utilize the new regime is vital. 

Low power per processor is likely to be a big driver for the future … which is very likely to drive clock-speeds down in multi-core chips due to an overall thermal envelope. This may help to balance the systems over time in terms of compute versus memory on a core (depending on how many cores are in use!) On a system level this is driving MPPs towards larger numbers of lower-power simpler cores. 

Take up of specialist cores (FPGAs, GPUs, math co-processors etc) will be driven by usefulness and particularly ease-of-use. 

GPUs – only 32-bit, but thought very likely to go 64-bit over next 5 years of so. Some applications may be able to use 32-bit successfully but care will be necessary if converting from a 64-bit base.

Mixed views on math co-processors due to history, but in general a positive feeling that something good will come from this area.

ACTION: libraries to exploit these emerging technologies are needed.

X86-64 has strong future; IA64/Itanium potentially has a specialist future or more likely merged into a single processor family from Intel.

Most RISC dying/dead – Power looks a good bet to survive (in all its forms!)

Vector – depends how long Cray ‘supported’ by US Govt, and NEC by the Japanese Govt. Great memory bandwidth!

BlueGene thought to need more memory but is proving good for a number of codes. (HPC generally requires well-balanced systems and BlueGene is an example alongside the likes of RedStorm and Altix (at smaller scale).) 

Cray Cascade/Sun Hero/IBM PERCS likely to be the next novel architecture (after Cell).

Diversity of architectures will grow over the coming period due to various innovations. This will give HPC users the opportunity to find am appropriate architecture for their problem. 

ACTION: Consider a variety of architectures.

ACTION: Consider software portability.
Interconnect: Bandwidth will improve much faster than latency. Being driven by storage. Although databases beginning to drive latency an so may get more focus. Will be driven by commodity with the final connect being more expensive for HPC with a direct memory connector rather than via PCI-x. There will be continuing interconnect diversity.

Grid – being used for data networks much more than compute networks and likely to remain so (except for single systems on the grid). HPC will need to exploit the data-grid. It will increasingly become the environment for HPC, may attract new users but will not replace the need for large scale tightly-coupled systems. 
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Architecture (cards)

· Environmentals (skip)

· Novel proc architecures

· Distributed systems

· Interconnects

· Use of commodity components

· Implications of multi-core

· Processing vs data movement

· Accelerators

· Productive use of  distribution/grid; simultaneous use of multiple facilities (Levine)

· Cost vs risk (anon or dup?)

· low power (kenway)

· Interconnects: mass maket drives, R&D; use commodity processors, memory, etc.; NO mass market for every large interconnects; extending smaller interconnects, may not be reliable or manageable (Phil Andrews)

· Multi cores; cores/processor chip to 64 by 2010 (Dongarra)

· Multi-core impact; homogeneous/heterogeneous; configs/ # cores/ memory layout etc (Ian Reid)

· Multi-core processor optimization (Jay Boisseau)

· Commodity v ‘Special’ (anon or dup?)

· Scientists must build systems from a wide range of commodity components (Kenway)

· Heterogeneous federated systems & open standards (Simon Cox)

· Commoditization: end of Moore’s law; “software” – Lnux/Microsoft; data & network (Simon Cox)

· Architectures: Bill Dally: pins vs processing; algorithmic and system design (levine)

· Architectures: commodity vs proprietary interconnects (Levine)

· Architectures: Existing vs novel processors (Levine)

· Science requirements outstrip Moore’s Law ( architectures  (Kenway)

· HPC vs Commodity; latency, … (Duncan Roweth)

· Low latency inter-connect & high BW (Munoz)

· PIMS: processor in memory (Munoz)

· FPGA’s – GPU’s : accelerators (Munoz)

· Architectures: IA645, x86-64, RISC, vector, …; maths co-procs / graphics cards / FPGA’s; many simple vs few complex (Ian Reid)

Existing chips: he does the list…; futures: 

· Ease of use (Ash)

· Multi-core issues (vs nature of the core)

· Use of the grid & distribution. (SETI etc.)

· ? is SMP the only/obvious organization ?

· ? discussion on likelihood of a more generally available processor – memory interface

· Technically possible

· General feeling that it won’t happen soon

· Is there a future for

· Itanium

· Intel moving to a common external interface

· People feel they’ll move to a common ISA in 5 years

· Ash feels that too small market for Itanium so it will fold.

· Recent announcement of another delay for next (Montecito?)

· Duncan: major difference now on memory bw.

· RISC

· IBM Power: sure

· Other: not likely

· MIPs: the hole has been dug.

· Vector

· In US only if Cray

· NEC may hold in Europe; huge memory bw. 

· Sense that the real issue is memory bandwidth

· FPGA

· Can you build the core libraries?  Yes, now in XD1 but it is deprecated?

· Accelerators

· [they now exist but they used to exist as well??]

· These, too, must be simple to use.

· Homogeneous multi-core

· [I’m out of the room]

· [We spend a lot of time trying to understand how that capability will be used. No clarity]

· … others have bullets …

· (Jose) pay attention to the 3 HPCS (Sun Hero?, IBM ??, Cray Cascade)

· Sense that for foreseeable future: (Duncan)

· Vendor proprietary within a chipset

· PCI Express between boxes

· Latency discussion

· Duncan on interconnects.

· HPC interconnects will differ from commodity by their focus on being a memory interconnect and deal not only with bulk data transfer 

· Grid

· Useful for heterogeneous applications

· Broader user base…

Software Tools and Applications

Attendees: Mike Payne (Chair), Jay Boisseau, Simon Cox, Jack Dongarra, Martyn Guest, John Gurd, Hugh Pilcher-Clayton, Ben Ralston, Peter Taylor..

 Issues (from cards)
1. Sustained performance (Software/Hardware scaling to 10,000 CPUs etc),

Ash Vadgama.

2. Software – system and applications – modelling performance, Martyn Guest

3. Concurrency/parallelism/adaptation in algorithms, John Gurd

4. Status of ‘self-tuning’ application software, Jack Dongarra

5. Latency-tolerant algorithms and applications, Jay Boisseau

6. Algorithms, Simon Cox

7. Software and algorithms, Steve Dawes

8. Programmability, MPI, application class specific models, Duncan Roweth

9. Programming techniques – community code development, enhanced commonly

used modules, Mike Levine

10. New techniques for petaflop machines (hybrid, multiscale, heterogenous), 

Mike Payne

11. Enhancing single processor performance, Martyn Guest

12. Support for software engineering, Mike Payne

13. Software persists, machines are disposable Richard Kenway

The initial discussion in this session was very wide ranging surprising given the scope of the session covering every aspect from ‘self-tuning’ software to the need for radically new scientific application codes. It was soon obvious that the subject area was not only broad but complex and that it was not only clearly beyond the ability of those in the session to define all the software issues that need to be addressed but well beyond the capability of the UK community to take on all these challenges. Our US colleagues suggested that the most important step was to get the entire UK community to define their roadmaps for the next 5-10 years and then to extract a set of ‘timely issues’ - strategic goals that would have to be met to achieve these roadmaps. Those in the session were able to point towards a number of specific items that would certainly feature in the roadmaps within their particular areas of expertise. These were the issue of software engineering and the move towards simulations requiring some degree of interaction between different software applications – which will be referred to as ‘multi-apps’.  


There was concern about the number of students and postdocs wishing to work in HPC and the general level of their training and its breadth. It was appreciated that the HEC studentships do begin to address these issues. There was concern that experience and skills do not do not appear to move readily between computer science and computational science or even between different disciplines in computational science. This leads both to failure to capitalise on opportunities in HPC and to wasted effort in reinventing computational techniques. 


Simon Cox proposed a simple but useful pictorial representation of the different aspects of software which is shown below. It was agreed that these different areas were all critical to the development of new simulation techniques and that they could require very different skills for successful development. 
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There was discussion of whether development of new low level software tools should be an aim in itself (without any obvious application) or whether applications should be used to identify the software tools to be developed. There was no definitive answer and, instead, it was felt that the community roadmaps might be the best way of addressing this question. 


It was agreed that the problem of developing and maintaining software is common to all countries and, at least in some application areas, the UK was doing as well as any other country. The risk of not doing better than we are at present is that HPC in terms of capability computing withers and we plateau at the ASCI level of job sizes in the range of 256-1024 processor at a time when every branch of science is facing new challenges of size and complexity, many of which are within reach of HPC.

The following is a suggestion for an action plan for the next 5-10 years which addresses most of this issues covered in our discussion.

Short term – engaging the communities (1-2 years)

· Identify standard, stable, mature scientific applications with long life

· Identify opportunities for interaction between stable communities – multi-apps

· From the above 2 decide which community codes to rewrite using modern software engineering (modular etc, etc)

· Outreach to communities not yet using HPC (biology) – identify opportunities and tools/algorithms/support required to make transition to HPC

· Encourage communication between disciplines relevant to HPC (discipline hopping but for algorithms/tools/software - an all discipline SciDAC programme)

Medium Term (3-5 years)
· Rewrite codes identified above with discipline hopping expertise and taking a long term view to software architecture and with efficiency on large HPC machines taking preference 

· Expert users to begin to develop multi-apps and identify software tool and algorithm challenges

· Identify gaps in applications for future multi-apps and commission research to fill these.

· Address issues of self-optimisation, etc.

Longer term (5 years)
· Next generation and new multi-apps.

Training

· There was concern that existing HEC studentships could be made more innovative by allowing the Ph.D. student to work wherever they wished

· There needs to be an obvious career development for those who develop software/algorithms/tools. This requires RAE recognition in computer science.

· Postdoctoral fellowships in computational science – awards to include large amounts of HPC time to successful applicants and to be made to those who show true innovation in computational science. Mechanism to encourage those who wish to transfer their HPC skills to other disciplines

· Discipline hopping awards within HPC

Remaining issues

· How to incentivise computer science involvement in HPC.

· All of the above need to be sustained and sustainable – need to create HPC software environment which addresses both short term and long term issues

Cost and Risks
Realising all of these goals will involve a very substantial cost and a willingness to fund much larger numbers of people in the ‘software’ area. The magnitude of the task means that it is beyond the scope of a single country. Furthermore, unless the software re-engineering becomes a much larger scale initiative there will be little incentive for industries involved in developing  hardware (FPGAs, etc) and ancillary software to make the necessary modifications to allow the re-engineered software to easily exploit developments. The perfect scenario for the computational scientist (which Clearspeed have adopted) is for, say, BLAS calls to be automatically piped to the relevant accelerator hardware without any modification to the high level modular code. However, it should be stressed that in any properly modularised code the cost of adding modifications (calls to external hardware/compiler directives) to achieve the same benefits is relatively modest.

Disruptive Technologies Session (Tuesday 18th October 2005 – AM)
Session managed by Ash Vadgama (AWE)
A powerpoint presentation summary of the key points from this session is attached.
The attendees were asked (when they attended) to bring up a group of subjects.   The following issues were identified and grouped under the Disruptive Technologies area.

Original Suggestions from Attendees

What are the requirements driving need for emerging technologies ? – Ben Ralston

What can we learn from History ? – Ben Ralston

How to recognise successful emerging technology early – Ben Ralston

Unbalanced HPC Ecosystem – Jack Dongarra

Does Emerging Technology Change Underlying Abstract Machines (How ?) – John Gurd
Low Power Technologies (Emerging / Disruptive or Evolutionary) – Ash Vadgama

Costs verses Risks - D. Roweth
Quantum Computing (All New Challenge) – Ash Vadgama

Signed Up Attendees to Session

Ash, Kenway, Steve D, Simon MS, Ian, Ben

Things to think about ..

1.
Define the issue

2.
What needs to be done ? and When ?

3.
What can be done ? (and by whom)

4.
What is the advantage of addressing this issue / What is the impact of not addressing it ?

5.
Is this an issue in other countries ?

6.
Follow-up Actions.

Discussion starts

QUESTION - What do we mean by disruptive technologies ?

· Parallel computing as a disruptive technology, Christenson – commodity clusters disrupted the HPC market, and this may be due to the speed of take-up.   The HPC space had a market in progress, and the disruption came from another area of the market … at some point the benefits of clusters started to make a difference, and the old space/vendors get disrupted – to the overall benefit of the user.   It’s disruptive, and causes a large changes – driven by fast adoption.   It may also be a paradigm change.   A consequence is it’s an intervention into the normal market – and reduces the market for the existing vendors.   It’s a quantum step increase, not a simple step up.

· The disruptive technology gets subsumed into the overall market. 

· Innovators Dilemma (Christenson) – (book).   A disruptive tech. fills a hole in the market or moves the market up in functionality / performance.

· HPC is not a big enough market to sustain innovation and seems to get disrupted often because of other markets.   CRAY discussion.   We need to embrace that thought, and go with it.   It should be sustained by public sector or governments, because HPC can’t survive under market forces.   The long lead of failed companies which didn’t get bailed out.

QUESTION - What can we learn from History ? – Ben Ralston
· Do HPC users suffer from a disruptive change, there are winners and losers.   The costs may not be well understood.   While the market is changing, the impact on users may be greater than when the market / technology / functionality becomes stable.

· Technologies which don’t *just* sell into the HPC markets are the ones which will carry on in the future.

· Some UNIX vendors are leaving the HPC market due to the increase in Linux cluster vendors.

· The early adopters have the most pain.  The S-Curve in the take-up of technology.  The people who take up the disruptive tech. early, may have to deal with higher risk, and their may be benefits (some of which are intangible).   The benefits may not be assured.   The later takers may have reduced risk, but may have gained the capability later than early adopters.

· ASCI discussion – there was a plan to invest in technology, to improve the overall US market.   The scale of HPC was increased and a consequence of the funding into the HPC market by ASCI.   ASCI was not disruptive though, but an attempt to drive the market in a particular direction.   Cray is another intervention – to maintain an existing company which provides technology.

· Other examples are LINUX, MPI

· LINUX drove other operating systems to death.   Its disruption changed the market of proprietary operating systems, and forced vendors to take-up Linux.

QUESTION - How to recognise successful emerging technology early ? – Ben Ralston 

· Games / Cell Proc. could be a disruptive technology which is in the making. 

· The development of autonomic / self-healing technologies to enable / improve the ability to scale and provide a reliable HPC environment.   The disruption / impact are on a much larger scale of 100,000cpus.   The appearance of this development would support / encourage the move to massive no. cpus / resource usage.

· Is Object oriented programming a disruptive technology ?   Is there a market for it, and would it provide any benefit ?

· Is GRID a disruptive.   GRID doesn’t seem disruptive, but distributed technologies could be.   

· Algorithms – have they disrupted the market.   An example is CFD algo’s for Implicit algos which change the engineering users from SMP to parallel systems allowing much greater performance.   Another example is FFT, which changed the market.

· Gigabit Ethernet – and the effect on the HPC interconnects vendors, the users use commodity interconnect – it may be disruptive, but seems to be an evolution from 100Mbit (which had high latency/bandwidth) and improved performance to lower latency and much higher bandwidth.

· SETI / LifeSaver / United devices like clients are distributed technologies which could change the HPC market if the right app client exists.  Embarrassing parallel / Low data / High bandwidth.   

· DAP / Transputers – they are examples of failed technologies.  Why did they fail ?.   Were they ahead of their time – because we have seen them re-appear.  Transputers may have failed due to OCCAM and stuck to their new language instead of providing an interface to FORTRAN.

· S-Curve – potentially disruptive, how do we spot it ?  Is there example that could help us?   GPU’s and Maths Co-Procs.    Should the HPC community be supported in exploiting emerging technologies – the funding streams may not support that R&D.   The risk may be too high / or not well understood.   What’s the reward?     Commercially viable technologies seem to be the best providers for HPC, instead of bending the market – market forces need to be used.

· To justify a large HPC R&D development requires a lot of funding, which is hard to get.   The current route seems to be to use existing tech.

· Cell Chips and new emerging technologies need to be investigated.

· An off-the-wall – abacus and enough people can be an HPC system, so are there other off-the-wall technologies which could d o the same.   Mobile phones are a good example – comms, graphics, cpu, data streaming and all within a specific power window.   The mobile phone is also driven by the entertainment market, and not just HPC.

· Why multi-core ?

· How do we spot them.   They come from outside HPC.  They are driven by another mass market.  Ipod example.   Do you confine yourself to specific areas to spot them, or not?   Low Power

· Vector diagram which describes the areas of HPC need, like Low power, CPU, floating point performance, 64 bit, high speed comms, etc.   When you see a new emerging tech. – how many of these areas do they fulfil?

· Microsoft HPC – to use software within the HPC market.   Windows could be a disruptive market, - it has the mass market, it’s not very good, it has the money (although Itanium2 is a good failure – Altix did work though).   Bragging rides maybe is why Microsoft is coming into HPC.   They don’t like LINUX taking over a market.

· Microsoft – targeted and strategic disruption of the HPC market.   Is it to protect their income or are they serious ?   They could disrupt the market in terms of software, all the best apps under one operating systems (instead of lots LINUX OS’s and the headaches of installation).   They could take over the market based on ease-of-use and functionality.

· The inhibitor for disruption by languages is legacy code.   UPC, Co-Array-FORTRAN etc.   MPI succeeded addresses a new need for parallel model, standards may have helped it rise above PVM etc.   Standardisation – not supported multiple code versions – portability.

· Algorithm’s – seem to develop in-house.   Look at Russia which thirsts for HPC and has to solve the issues with algorithms instead.   The environment changes the why you ask the questions.   China, Russia and emerging markets are already developing their own processors, codes and could be next disruptive technology.   Web 2.0  (off-the-wall) the web evolving – every time you use the system – you contribute to the system automatically (knowledge) – the user gets and gives something – so they overall functionality increases.   SETI like development.   Software development with a self-organising aspects – and improves its functionality is an idea.   Goggle type software selection – Wolfram Website – what’s the best thing to use.

· Disruptive take-up – investment, need by the market
· ACTION / SUMMARY – Disruptive Technologies often come from outside the HPC arena and are developed/adopted by HPC to make use of them.   They have been and will continue to sustain growth in HPC.   Their impact is a quantum increase in performance / functionality which changes the cost / performance curve.

QUESTION - Unbalanced HPC Ecosystem – Jack Dongarra
· Hardware performance (peak) doubles every 18 months, but software / people / algorithms are not keeping up with the change.   The amount of parallelism you need is also increasing, which reduces the sustained performance even more.   I/O and Memory performance are not keeping up either.   The system software is also struggling to manage the large amount of resources in use.

· Where there are imbalances, is when you start looking for disruptive technologies.   

· The Branscombe pyramid of HPC provision – is the gaps in provision where a disruptive technology get in ?   There are a no. of factors which could prevent take-up or flow.   Is an example of an eco-system imbalance?

· Most of our HPC software operates at 10% efficiency.   Self-Tuning properties which improve performance.   Like ATLAS, SCALI-MPI and INTEL-MPI for using the right MPI for the right interconnect at little cost to the user (i.e. a flag change).   It’s easier to pay for hardware performance, instead of paying for software change.   Isolate performance to improve performance, but legacy code developers may not take the jump and utilise higher performance portable libraries.

· Virtualisation – could be an emerging / disruptive tech.   Outside of HPC it’s allowing the better use of existing technologies – by splitting the system (memory, CPU, I/O etc.) to run different parts of an operation – compartment different aspects of use.   Different OS’s running on different CPU’s to improve the performance of specific applications.     Testing multiple OS’s – to develop software and different testing regimes.   It’s also free.

· Cooling / Space – are their disruptive technologies that could help.   BlueGene (10TF) in two racks – changes the overall system design to reduce cooling impact.

· Cooling - Notebook CPU’s like INTEL Mobile chipsets have changed the direction of P4 chips.   Earth Simulator is an example of excess.

· Water cooled doors – its ping-pong-ing – we’ve been here before.   We need a significant change is required.

· High performance for very low heat output.   Could be a disruptive technologies (like GPU’s, Math-co, FPGAS’s etc.  ClearSpeed too).

· Price of energy, impact to ecology, green HPC – there may be a impact on HPC from increased energy cost.   Mac chips – micro-radiators.

QUESTION - Low Power Technologies (Emerging / Disruptive or Evolutionary) – Ash Vadgama

· Emerging is a new technology that comes along whether it’s disruptive or evolving.   

· Disruptive is a big change from another market, Evolutionary seems to be a step change

QUESTION - Costs verses Risks - Duncan. Roweth (Quadrics)

- Is it worth the risk – the balance here seems to be the driver of disruptive technologies.   Risk (Cost) / Reward is a better definition.    Twice as fast may not change anything, but five times as fast is worth changing for (quantum benefit).   Is the industry more risk averse now than 10-years ago?   

- As we are buying more HPC, we need to assess the risks better as we need to justify the money – would this reduce our ability to develop new risky technologies.   Maybe we should take smaller risks.   You may need an environment where disruptive technologies can come through.   Look at ASCI (brought forward totalview debugger, BlueGene, ASCI Red (SNL)) it created the advantages for disruptive tech.   ASCI helped to develop the large scale versions of the technology; clusters etc. were already in universities but not at scale.

- If disruptive technologies have helped HPC, then HPC should create the environment to support new disruptive technologies.   This may be a pro-active way of encouraging more technologies that would ultimately benefit HPC.   Should a fraction of budget be dedicated to developing emerging / basic technologies?  

ACTION / SUMMARY – Some element of risk is needed to support / foster the development of disruptive technology.    Disruptive changes to the software application environment entail greater cost and so need to provide significant benefits before adoption.

QUESTION - Quantum Computing (All New Challenge) – Ash Vadgama

· Has the potential to be very disruptive.   It’s unpredictable, and will come about from an open thinking environment. 

· Are their area’s we should look out for – Good Algorithm’s could help, maybe to reduce the no. of qubits you need to provide a functional basic system?   Shor’s algo. Discussion.   Barring unpredicted break-throughs, its probably won’t occur in the next 5-10 yrs.    Could have a disruptive effect on the funding stream for HPC – if a quantum computing technology came to the market.

· Single Molecule Nanotechnology, Biological systems, – will be a disruptive technology but the time period is not known.

ACTION / SUMMARY – There a variety of solutions, many of which cannot be predicted.

Disruptive Technologies Mindmap 
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Powerpoint Summary Presentation 

Slide 1
· What are the requirements driving need for emerging technologies ? – Ben Ralston

· What can we learn from History ? – Ben Ralston

· How to recognise successful emerging technology early – Ben Ralston

· Unbalanced HPC Ecosystem – Jack Dongarra

· Does Emerging Technology Change Underlying Abstract Machines (How ?) – John Gurd

· Low Power Technologies (Emerging / Disruptive or Evolutionary) – Ash Vadgama

· Costs verses Risks - D. Roweth

· Quantum Computing (All New Challenge) – Ash Vadgama 

Slide 2
QUESTION - What do we mean by disruptive technologies ? 

· “Innovators Dilemma” (Christenson) – (book).   A disruptive tech. fills a hole in the market or moves the market up in functionality / performance.

· The disruptive technology gets subsumed into the overall market.

· HPC is not a big enough market to sustain innovation … and is disrupted often.

· Emerging is a new technology that comes along whether it’s disruptive or evolving.   

· Disruptive is a big change from another market, Evolutionary seems to be a step change

Slide 3
QUESTION - What can we learn from History ?

· HPC users suffer from a disruptive change, there are winners and losers.

· Technologies which don’t *just* sell into the HPC markets are the ones which will carry on in the future.

· The early adopters have the most pain. The benefits may not be assured. 

· The scale of HPC was increased and a consequence of the funding into the HPC market by ASCI. 

· Examples are LINUX and MPI
Slide 4
QUESTION - How to recognise successful emerging technology early ? 

· Games / Cell Proc. could be a disruptive technology which is in the making. 

· The development of autonomic / self-healing technologies

· GRID doesn’t seem disruptive

· Algorithms – have they disrupted the market. (e.g. CFD parallel implicit)

· SETI / LifeSaver / United devices like clients are distributed technologies

· An off-the-wall – abacus and mobile phone

· Microsoft HPC –HPC software takeover. 

Slide 5
SIDE QUESTION – Why did some Dis.Tech fail ?

· DAP / Transputers – they are examples of failed technologies.  

· Why did they fail ?.   

· They ahead of their time – because we have seen them re-appear.  

· Transputers may have failed due to OCCAM and stuck to their new language instead of providing an interface to FORTRAN. 

Slide 6
QUESTION - Unbalanced HPC Ecosystem – Jack Dongarra

· Hardware performance (peak) doubles every 18 months, but software / people / algorithms are not keeping up with the change.   The amount of parallelism you need is also increasing, which reduces the sustained performance even more.   I/O and Memory performance are not keeping up either.   The system software is also struggling to manage the large amount of resources in use.

· Where there are imbalances, is when you start looking for disruptive technologies. 

· Most of our HPC software operates at 10% efficiency. 

· Virtualisation – could be an emerging / disruptive tech. 

Slide 7
QUESTION - Costs verses Risks - Duncan. Roweth (Quadrics)

· Is it worth the risk – the balance here seems to be the driver of disruptive technologies.   Risk (Cost) / Reward is a better definition.    Twice as fast may not change anything, but five times as fast is worth changing for (quantum benefit). 

· If disruptive technologies have helped HPC, then HPC should create the environment to support new disruptive technologies.   This may be a pro-active way of encouraging more technologies that would ultimately benefit HPC.. 
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QUESTION - Quantum Computing (All New Challenge) – Ash Vadgama

· Has the potential to be very disruptive.   It’s unpredictable, and will come about from an open thinking environment. 
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ACTION – Disruptive Technologies often come from outside the HPC arena and are developed/adopted by HPC to make use of them.   They have been and will continue to sustain growth in HPC.   Their impact is a quantum increase in performance / functionality which changes the cost / performance curve.

ACTION – Some element of risk is needed to support / foster the development of disruptive technology.    Disruptive changes to the software application environment entail greater cost and so need to provide significant benefits before adoption.

ACTION – There a variety of new disruptive technology solutions, many of which cannot be predicted.

Session Title: Software - Systems Tools and Enterprise Tools.

Session Time: Tuesday AM

Session Convenor: Jay Boisseau

Session Attendees: Simon Cox, Jack Dongarra, Jose Munoz, Phil Andrews, Duncan Roweth, Michael Levine.

Issues from cards:

· Programming models and software support. Peter Taylor

· Programming models. Distributed memory parallel, shared memory parallel, hybrid, vector. Ian Reid

· Software portability across vastly differing technologies. Simon MacIntosh-Smith

· Software – system and applications. Modelling performance. Martyn Guest.

· Benchmarking. User codes, scheduler testing, HPCC – areas for improvement. Ian Reid.

· HPC specific programming language. Jose Munoz.

· Parallel programming. Programming is hard. Difficult to get ISVs to support large number of procs, users may stick with small number of procs. Phil Andrews.

· Data archiving and access. Mike Levine.

· I/O and file systems for HPC. Jose Munoz.

· Reliable parallel I/O. Jay Boisseau.

· Performance vs. validation/maintenance vs. budget. John Gurd.

· Issues with scaling to many more processors (threads.) Simon MacIntosh-Smith.

· HPC specific operating system. Jose Munoz.

· Fault tolerance and load balancing. Mike Levine.

· MPI fault tolerant environments. Jay Boisseau.

· Reliability. I/O, MPI,… Duncan Roweth.

· Fault tolerance. Jack Dongarra.
Session Summary

· Scope: Functionality, Quality and Performance of Individual HPC Systems

· Functionality

· HPC- OS

· Fault tolerance of processes

· Closer Integration of Data & Scaleable access to Metadata

· Performance

· Performance of HPC-OS & Filesystem

· Productivity

· Portability: modularise code and map to system 

· HPC specific programming language & model

· Benchmarking and performance modelling

· Special Requirements of HPC systems require innovative partnerships between vendors, users and sites/ labs with funding models to support them. Look to existing models within and outside UK to promote ‘good behaviour’ and partnerships

Report

The group discussed the issue of

“Functionality, Quality and Performance of Individual HPC Systems”
Functionality
· HPC- OS
‘Less is more’… a stripped out e.g. Linux kernel with less functionality, but better reliability and scaling could be provided either by ‘cleaning up’ the existing kernel, or starting from a clean-slate. Either might be best performed by capturing requirements from computational scientists (with broad discipline perspectives) and implementation by e.g. vendors. Collaboration with Computer Science would be important for a ‘clean-slate’ approach

· Fault tolerance of processes
There was a recognition that two transitions needed to occur and were in progress in various arenas: Transition from user responsibility for fault-tolerance to it becoming transparent at the user level. Transition to emphasize productionisation of various research level activities/ codes.

· Closer Integration of Data & Scaleable access to Metadata
The challenge will be to use Computer Scientists and computational scientists to create interfaces to systems and technologies which allow you to mix and match across vendors and platforms at implementation and procurement.
Performance
· Performance of HPC-OS & Filesystem
The HPC-OS needs to scale efficiently at a system level.

Whilst filesystem reliability is improving, its performance in relative and absolute terms requires effort and investment.

Productivity
· Portability: modularise code and map to system 
- Education and outreach within and between communities was identified as important.

- Mapping of code to APIs which hide machine/ system level data access and communication patterns is key to enable codes to exploit new generations of technologies more quickly and effectively.

- At a systems level, similar mapping and modularisation would assist users in dealing with different e.g. kernel, glibc issues on nodes along with interfacing to scheduling and data archiving systems
· HPC specific programming language & model
This was recognised as an important area of research within both computer science and computational science, however, it was not seen as mission critical.
· Benchmarking and performance modelling

Key to user productivity along with system level scaling.

Notes

· Special Requirements of HPC systems require innovative partnerships between vendors, users and sites/ labs with funding models to support them. Look to existing models within and outside UK to promote ‘good behaviour’ and partnerships (e.g. path forward programme in US). Activities could be identified which could be resourced within the UK or at EU level.
User Issues and Outreach
Attendees: Martyn Guest (Chair), Mike Payne, Peter Taylor, John Gurd and Jennifer Houghton.

Issues and Areas – Card Input
1. Computing Bureaus (Ian Reid)

2. Database as “new” HPC. (Steve Dawes)

3. Petaflops – relevance to “normal users” (Mike Payne)

4. Education (Bsc, Msc, Ph.D for graduates – more parallel programming (ash Vadgama)

5. Quantifying what HPC outreach is – who are we targeting?

6. Maintain – (ideally increase) User base (Pete Taylor)

7. Culling Science – Architecture choices are reducing applicable science areas. Reduces applicability of HPC and restricts scientific research (.

8. Asia / China / HPC emergence – growing industries need HPC (ash Vadgama)

9. Free Tflops for Science (Ash)
10. Making emerging Technologies User Friendly (SMS)
11. Computational Science as a Discipline (Simon Cox)

1. The Issues

1. Maintaining a static user base round HEC provision – the “usual suspects” – is not sustainable and provides a real problem in arguing for enhanced provision. 
2. The increasing cost of such provision represents a significant % of RC spending, and is increasingly difficult to justify without a significant uptake from the associated communities of “all” RCs.
3. Need to capitalise on trickle down effect from high-end provision – and the potential for high-end utilisation arising from the growth of mid-range activities. How best to provide a coherent framework that capitalises on developments in both domains – numerous models currently in place

4. The definition of outreach – where does this start/end.

5. Encouraging the next generation of computational scientists from the ‘gamess’ generation. 
2. What needs to be done
1. Publicity and outreach through a variety of dissemination activities – demonstrate the scientific impact, value and benefits of HPC by ensuring that existing research outputs are widely available through case studies and exemplars. Showcase existing services.

2. Target “new” scientific communities through the establishment of user groups etc, production of community road-maps etc This is hard work based on experience – often relies on informal interactions. Promote the consortium-based approach to new communities.
3. Provide new and emerging areas with to access high-end services. Simplify this access.  Identify specific areas for pro-active outreach and incentivise users from these areas e.g. light-touch peer review, generous initial allocation of resources. 

4. Develop more effective mechanisms for “reaching out” and supporting less experienced user groups.

5. Delivery of appropriate, application-specific training to the UK HPC community.
6. Bridge the gap between the scientific researchers and the technology. US model suggests that simply throwing money at this is not sufficient. Moving from prototype to hardened product is a real problem.
7. Tackle the “disconnect” between “mid-range” SRIF-based funding, and top-end HEC provision, and provide greater cohesion between “capacity” and “capability” computing. One approach - target multi-apps to high-end and individual apps to capacity computing.
8. Target industrial users – commercialise O/Ps and incentivise academic users to promote this outreach.
9. Cultivate relationship between HPC and Grid/e-Science communities.
10. Promote the public understanding of science from HPC; reach out to students (the “games” generation) etc. Develop marketing strategy and seek professional help.

11. Promoting computational science as a discipline it its own right – HEC is the tip of this pyramid. At least look for recognition of the core skills of computational science.

12. Bridging the gap between computational and computer science communities.
3. What can be done

1. Continue to target other RC’s who historically have made little use of HPC e.g. MRC, ESRC, and look to increase utilisation from e.g. BBSRC.

2. Develop a coherent outreach / training approach that embraces existing services and emerging activities e.g. HEC Training Centres at EPCC and Warwick, in order to maximise cooperation.

3. Evolve HPC strategy using inputs from International review, look outside the UK research council infrastructure for guidance?

4. Promote awareness of computational science as a multi-disciplinary activity within the RC’s and academic communities. How to accelerate this? Look to provide a compelling overview of UK HPC and the associated benefits across all application domains. An issue of Marketing and Image building. Interesting people in career paths.

5. “Recognition and reward” approach to the Computational science and Computer science communities. Not just throwing money at it – pump prime, monitor progress and reward accordingly.
4. What is the advantage of addressing this issue / what is the impact of not addressing it?

Not addressing these issues will lead to a static user base round HEC provision – the “usual suspects”. This is not sustainable and will ultimately lead to the death of high-end provision.
5. Is this an issue in other countries?

Many of these issues are common to the US and Europe (e.g. PACI programme), but some are peculiar to the UK. Consider all programmes in all countries – timely to learn from successes and failures of other programmes by convening an international workshop and global review.
6. Follow up actions

1. Charge the existing High-end services and emerging activities e.g. HEC Training Centres at EPCC and Warwick to develop a coherent outreach / training activity.

2. Learn from the successes and failures of other programmes by convening an international workshop to provide a global overview of a number of high-end programmes (e.g. EPSRC, NSF, DoE).
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